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Introduction

In an age of ever growing information production traditional methods of classification and categorization sometimes fall short of their goal. Dedicated professionals have been developing new ways of organizing information, while expanding on the knowledge they already have. Until recently, categorization tools were exclusively in the hands of these professionals. Innovative ways of using the internet has changed this. Out of a need for organizing information on the web a grassroots classification was developed. With the aid of folksonomies the searcher can organize information in a personal semantically meaningful way through the use of personal keywords, called tags. Although natural language systems already existed, they have never really been deployed on such a large scale as now. The reason folksonomies have taken a large flight can be found in the fact that they are useful for the user herself, but also allow for the sharing of resources, thus creating a social network and enlarging its capabilities for retrieval. The first folksonomies were used mainly for storing web-based information, i.e. URL’s. Quickly, however other uses have seen the light. Tags are being used for academic papers, life goals, movies, and books, etc.

Up until now, most of the research concerning folksonomies has analyzed social tagging in terms of information retrieval of content that is directly available on the web, i.e. web pages, digital photos, articles. Tags have not been analyzed within the context of bibliographic data in a system that does not allow instant access to the annotated content.

One of the services using a folksonomy is the social cataloging site LibraryThing. LibraryThing lets the user catalog his personal collection of books. Catalogs can also be browsed by other members. Individual books can be discovered by searching or browsing tags. LibraryThing claims to be the largest virtual library in the world. This makes it interesting to see how well the site fares in terms of subject analysis. As a side question, it will be examined if a significant difference can be noted in tagging behavior between professional indexers and non-professionals.
In the first chapter the existing methods for categorization and classification will be discussed. To understand what folksonomies are and in what way they differ from other classification efforts, it is necessary to know what other methods exist. The aspects of metadata will be treated, followed by an overview of the different ways of organizing information.

In the second chapter folksonomies are treated in more detail. An explanation is given of what a folksonomy entails and what its possible effects can be. Further, the advantages and disadvantages inherent in folksonomic systems are regarded. Although the folksonomy has not known a very long existence, some serious research has been devoted to it the last few years. At the end of the chapter a broad synopsis is given.

The analysis of the LibraryThing data follows in the third chapter. The first part consists of an explanation of the website. The different aspects of LibraryThing, together with the underlying philosophy, are discussed. Subsequently, the functionality is treated, with an emphasis on search and retrieval of content. The data itself will first be analyzed on the functions that tags can perform. Secondly a comparison will be made with the descriptors traditionally assigned to bibliographic records, i.e. subject headings.
1. Classification and its contents

1. The Age of Infoglut

Since the Second World War the amount of information produced has expanded exponentially. Inventions such as typewriters, microfilm, photocopiers, and computers have each in their own way enlarged the available capabilities of data dissemination and storage. At the same time finding the right data and information has become more and more difficult. The bigger a corpus becomes, the more a need arises for an efficient system to gain access to it. In recent years, with the advent of information and communication technology, this problem has been exacerbated. The ever growing power of computers and size of storage media has seen the total size of information production increase into exabytes. The sharing capacity of the internet has acted as a great facilitator in this respect. In 2000 the School of Information management and information systems (SIMS) of the University of Berkeley estimated that on the (visible) World Wide Web\(^\text{ii}\) 20 to 50 terabytes was available. During a follow-up study three years later, SIMS noted that the volume had tripled to 167 terabytes, which is almost 17 times the information residing in the repositories of the Library of Congress (Washington).\(^\text{i}\) In the IDC White Paper *The expanding digital universe*, Gantz et al have calculated that in 2006 161 exabytes of digital information was created, captured and replicated. Between 2006 and 2010 this will have increased more than six fold to 988 exabytes\(^\text{ii}\) of information.\(^\text{iii}\)

If we want to be able to effectively and efficiently use all this information, robust and flexible systems will need to be developed to accommodate search

\(^\text{i}\) An exabyte is 1 billion gigabytes, or \(10^{18}\) bytes.

\(^\text{ii}\) As opposed to the deep web (or invisible web), “a vast repository of underlying content, such as documents in online databases, that general-purpose web crawlers cannot reach. Both qualitative and quantitative in difference, deep web content is estimated at 500 times that of the surface web, yet has remained mostly untapped due to the limitations of traditional search engines.” British Library’s strategy 2005-2008 glossary. In: *The British Library, the World’s Knowledge*, [http://www.bl.uk/aboutus/stratpolprog/redeflib/glossary/](http://www.bl.uk/aboutus/stratpolprog/redeflib/glossary/) 12 August 2008

\(^\text{iii}\) There will only be storage for 600 000 petabytes. This will create problems concerning long term availability and readability. We will not go into the discussion concerning digital preservation since that would lead us too far.
and retrieval. The information science community has several well established tools which it can use, such as classification schemes and thesauri. The traditional systems alone will not be able to keep up with the fast pace of technological evolution. Relatively recently, the ICT world has developed (and is developing) new methods such as ontologies and the semantic web. The youngest member in the family stems from a grassroots movement of collective categorization, i.e. folksonomies.

Folksonomies might be able to provide a tool to categorize large amounts of information at a low cost. As we will see later on, it is not a perfect solution, but it is a practical one. Information that would otherwise remain hidden, might become accessible thanks to the incremental nature of these systems. In order to understand what a folksonomy might add to our categorization efforts, it is best to see what its place is in the existing tradition. Therefore, in this chapter an overview will be given of the different methods that are currently available to us.

2. Classification and categorization

"The history of classification began with the establishment of the first library at the port of Alexandria in 285 B.C. Ptolemy I (Ptolemaios Soter) was persuaded by Demetrios Phalereus to collect copies of all known books to the library of Alexandria. With a growing set of resources in the library, books and scrolls were kept in piles or pits in order to group like materials together."3 Although this statement is not exactly true1, it does bring the point across that we have been trying for quite some time now to find the best way of organizing information resources.

The object of classification and categorization is providing a way of finding and retrieving information. There are several ways of organizing this.

---

1 The earliest archives date back to the Mesopotamian era. Even if you don’t count the order within these tablets of clay as a proper classification, you mustn’t forget the Egyptian Pharaohs’ demand for a well organized bureaucracy, and the ensuing need for proper classification methods. Jannsens, G. & Put, E. Geschiedenis, principles en terminologie van de archivistiek. Onuitgegeven syllabus, Vrije Universiteit Brussel, 2005-2006, pp. 19-21
2.1 Metadata and object-based classification

Metadata are at the core of all systems intended for search and retrieval of documents (digital or otherwise). The term is generally described as ‘data about data’. The term comes from the field of computer science, where it is commonly used “in the sense of the information necessary to make computer files useful to humans.” The Dublin Core Metadata Initiative adds a functional element to the definition by calling it “structured data about data”, which “includes data associated with either an information system or an information object for purposes of description, administration, legal requirements, technical functionality, use and usage, and preservation.” In this sense the term has outgrown its original emphasis on digital objects and has been broadened to encompass any kind of standardized descriptive information about resources (e.g. library catalogues, archival finding aids, museum documentation).

Although metadata has been in use outside of the digital realm for a long time, albeit under a different name, their function as a finding aid is becoming more and more important in this age of infoglut to information specialists and ‘civilians’ alike. Metadata have many purposes, but the most interesting to us (in the light of this dissertation) are the properties which enable them to find documents.

“In the context of digital resources, there exists a wide variety of metadata formats. Viewed on a continuum of increasing complexity, these range from the basic records used by robot-based Internet search services, through relatively simple formats like the Dublin Core Metadata Element Set...
(DCMES)i and the more detailed Text Encoding Initiative (TEI)ii header and MARC formatsiii, to highly specific formats like the FGDC Content Standard for Digital Geospatial Metadataiv, the Encoded Archival Description (EAD)v and the Data Documentation Initiative (DDI) Codebookvi.‖

The best known standards in the field of archival and library sciences are Dublin Core, MARC21 and EAD.

The Dublin Core Metadata Element Set is a list of metadata elements agreed upon during the OCLC/NCSA Metadata workshop in March 1995 in Dublin, Ohio.9 It was developed into a standard, which was accepted by the International Organization for Standardization (ISO) in 2003.10 The workshop united international groups of different professional backgrounds. The purpose was the development of a set of metadata elements which could be used by professionals from the archival, library and computer sciences, text encoding, the museum community, and other related fields. DCMES is positioned as an information resource description.11 “However, importantly it also aims to provide a basis for semantic interoperability between other … formats” and for “resource-embedded description, initially with HTML documents.”12 This cooperation gave birth to the Dublin Core Metadata Initiative (DCMI)vii, which has as mission “promoting the widespread adoption of interoperable metadata standards and developing specialized metadata vocabularies for describing resources that enable more intelligent information discovery systems.”13 The standard consists of 15 elementsviii which should be simple to create and maintain, encourage commonly understood semantics and be extensible. After the creation of the original elements, the set has been refined from the Simple Dublin Core with an

---

2 [http://www.tei-c.org/index.xml](http://www.tei-c.org/index.xml)
3 [http://www.loc.gov/marc/](http://www.loc.gov/marc/)
5 [http://www.loc.gov/ead/](http://www.loc.gov/ead/)
7 [http://dublincore.org/](http://dublincore.org/)
8 Title-Creator-Subject-Description-Publisher-Contributor-Date-Type-Format-Identifier-Source-Language-Relation-Coverage-Rights
additional Qualified Dublin Core. This “includes three additional elements..., as well as a group of element refinements (also called qualifiers) that refine the semantics of the elements in ways that may be useful in resource discovery.”

The MAchine-Readable Cataloging (MARC) standards were developed in order to make it possible for computers to read and interpret data in a cataloging record and allow the exchange of bibliographic, authority, holdings, classification, and community information data. A cataloging record is a bibliographic record, i.e. the information you can find on a catalog card, which usually consists of a description of the item, a main entry, subject headings and the classification number. A MARC record consists of three elements: the record structure (which implements the structure of ISO 2709), the content designation, and the data content of the record (based on standards such as Library of Congress Subject Headings). MARC 21 is the recombination of the US and Canadian versions of the formats, with the aim of adapting the standard to the needs of the 21st century and make it better suited for international exchange. It has formats for five types: authority data, bibliographic data, classification data, community information, holdings data.

The Encoded Archival Description (EAD) DTD started out as a project instigated by the University of California (Berkeley) Library in 1993. The aim was the development of a non-proprietary encoding standard for machine readable finding aids created by archives, libraries, museums, and manuscript repositories, which would provide more information than the traditional MARC standards. In order to determine the right techniques...

---

1 Audience-Provenance-RightsHolder
2 ISO 2709:1996 - Format for Bibliographic Information Interchange on Magnetic Tape
3 “The goal of content designation is to identify and characterize the data elements that comprise a MARC record with sufficient precision to support manipulation of the data for a variety of functions.” MARBI, The MARC 21 Formats: background and principles. November 1996, http://www.loc.gov/marc/96princli.html#four, 19 March 2008
4 http://authorities.loc.gov/
5 “The purpose of a DTD (Document Type Definition) is to define the legal building blocks of an XML document. It defines the document structure with a list of legal elements and attributes.” W3Schools, DTD Tutorial. http://www.w3schools.com/dtd/default.asp, 19 March 2008
and technology a number of conditions had to be met. At the least it had to be possible to present the large amounts of descriptive information in inventories (including the relations between descriptions), to maintain the hierarchical relations between the different levels in the digital form, to show descriptions that are relevant on several levels, to navigate easily within the hierarchical structure, to be able to index specific elements in order to enhance later retrieval. The best candidate turned out to be the Standard Generalized Markup Language (SGML). Later the eXtensible Markup Language (XML) was incorporated as well. As standard for the descriptive elements ISAD(G) was adopted. The International Standard for Archival Description (General) (ISAD) was developed by an ad hoc commission of the International Council on Archives (ICA) in order to standardize (and thus make it internationally exchangeable) archival inventories. ISAD is a model (not a rulebook) which provides guidance for the preparation of archival (multilevel) descriptions.

The examples above illustrate the need for ‘good’ (as in useful for its intended purpose) metadata in order to be efficient as a finding aid and tool for classification. There are different ways of putting them to use. Each has its own advantages and disadvantages.

2.2 Subject-based classification

Subject-based classification organizes documents based on the content (subject) they’re about. Different forms will be discussed below. The relation with metadata is that metadata properties use this type of classification. The difference with the schemes described above, is that here the subjects are being described instead of the objects (documents).

2.2.1 Language

Natural language is the language that people use in everyday life when speaking and writing. When used for information representation and retrieval there are no limits on or, definitions of, vocabulary, syntax, semantics, and relations between terms. Terms can be derived by taking

---

1 http://www.ica.org/
them from titles, topic sentences and other important components or parts of a document. Another way is extracting words or phrases directly from people’s queries.\textsuperscript{26} Recently, massive collective indexing efforts, i.e. folksonomies, can be leveraged for information representation and retrieval.

A \textit{controlled vocabulary} is a finite list of words (terms), which can be used for classification. It can be considered to be a type of metadata functioning as a subset of natural languages.\textsuperscript{27} The purpose is to avoid authors designating terms to documents which make it difficult to retrieve them afterwards. Terms can be deemed useless because they are meaningless to everyone except the author, or because they are too broad or narrow. Using controlled vocabularies also eliminates the possibility of misspellings and variations in related and equivalent terms.\textsuperscript{28} A distinction can be made between several approaches based on the time of application, meaning whether they are intended for pre- or post-coordination. A post-coordinated language allows users to “coordinate terms at the time of representation and retrieval”, while a pre-coordinated language “combines terms before they are used for representation and retrieval.”\textsuperscript{29} Controlled vocabularies can be divided into classification schemes, thesauri and subject heading lists:

- \textit{Classification scheme}: Classification schemes consist of alphanumeric terms. They are intended mainly for pre-coordination. Such a scheme has as a foundation an artificial framework of knowledge.\textsuperscript{30} The most known are the Dewey Decimal Classification (DDC), the Universal Decimal Classification (UDC), and the Library of Congress Classification (LCC). They all have three main components: (1) a set of subjects (classes and further subclasses), (2) notational symbols, (3) an index. The main classes (with their subclasses) are arranged by notations (e.g. 100 is philosophy, while 100.1 is Western Philosophy). An alphabetical index is added to enhance the search capabilities.\textsuperscript{31} The different systems in use can be divided into three major groups: enumerative, analytico-synthetic, and faceted classification:
  - In an \textit{enumerative classification scheme} all possible classes are enumerated according to certain characteristics, based on a top-
down approach. The basic tenet is that all possible subjects and topics are listed with a predefined class number. The advantage is that the classifier just has to follow the outlined structure. Unfortunately, this makes the scheme very rigid since it is not possible to create new class numbers.

- In an *analytico-synthetic classification scheme* the subject of a document is divided into its constituent elements, for each of which notations will be found using the scheme. These notations will then be joined to prepare the final class number. This way of working increases the flexibility of the system and reduces the scheme’s size.

- A *faceted classification scheme* lists the various facets of every subject or main class, together with a set of rules for constructing class numbers through facet analysis. The basic idea of the original scheme, invented by S.R. Ranganathan, was that any component, or facet, of a subject can fit into a number of fundamental categories. In this case: personality, matter, energy, space and time.\(^{32}\)

- **Thesaurus:** Thesauri are post-coordinated controlled vocabularies, containing a set of terms, the relations between them and often also how they are to be applied. Preferred and non-preferred terms are defined, as well as the semantic relations between them. The relationships between terms are specified by standard notations. The preferred descriptors are defined by Scope Notes (SN), while USE and UF (Used For) indicate where they should be used.\(^{33}\) The hierarchical relations are made explicit by denoting whether the descriptor is a BF (Broader Term) or a NF (Narrower Term) of another. Associative relations are dubbed RT (Related Terms).\(^{34}\) Thesauri are used mostly because of their specificity, flexibility and ability to handle complex concepts.\(^{35}\) There are several standard thesauri, like ISO 2788\(^{1}\) and

---

\(^1\) ISO 2788:1986 - Documentation -- Guidelines for the establishment and development of monolingual thesauri, for excerpts see: [http://www.collectionscanada.gc.ca/iso/tc46sc9/standard/2788e.htm](http://www.collectionscanada.gc.ca/iso/tc46sc9/standard/2788e.htm)
While thesauri are intended for post-coordination indexing (and are thus a relatively flexible tool), subject heading lists are designed both for pre- and post-coordination and consist of alphabetical lists of terms, with associated cross-references and notes. The terms are hierarchically organized, where each ‘child’ (lower term) has a semantic relation with its ‘parent’. Commonly used notations are “See” (for preferred terms) and “See also” (indicating the hierarchical and associative relationships between headings). Two widely used models are the Sears’ List of Subject Headings and the Library of Congress Subject Headings.

In order to complete the story we must touch on the term taxonomy. The origins of the word taxonomy can be traced back to an eighteenth century Swedish physician called Carolus Linnaeus. He devised a hierarchical system for classifying natural objects. Since then, its meaning has been co-opted by many different research areas. All definitions have one thing in common: they are about the hierarchical organization of knowledge, divided into taxa (classes) between which the relations are clearly defined. Within the context of information architecture, a taxonomy can be regarded as a “subject-based classification that arranges the terms in the controlled vocabulary into a hierarchy.” Terms are organized in parent-child relationships. This approach allows users to easily browse categories and subcategories in order to find the appropriate document. Simply put, taxonomy is the information scientist’s word for hierarchical classification.

2.2.2 Ontology

The word ontology has taken on many definitions. Its origins can be found in the philosophy of the Ancient Greeks, from where it has taken the meaning
of studying the essence of “Being”.\textsuperscript{41} Generally speaking, existence itself is the object of inquiry, including a classification of the elements of the existing world based on their essence. In computer and information science it is described as a conceptual schema, with a corresponding vocabulary, used to represent a particular domain of knowledge.\textsuperscript{42} It is a data model that represents a set of concepts within a domain and the relationships between those concepts. Although an ontology is similar to a taxonomy, it surpasses the latter in richness of knowledge representation. The difference can be found in the rich relationships between concepts. “Taxonomies in effect are simplified ontologies. Where taxonomies generally classify categories in “broader” or “narrower” terms, ontologies can include more descriptive classifiers such as ‘located in’ or ‘part of’.”\textsuperscript{43}

\subsection*{2.2.3 Topic Maps}

\textit{Topic Maps} provide, as an accepted ISO standard,\textsuperscript{1} a standardized notation for the representation of information about the structure of information resources.\textsuperscript{44} The basic elements of a topic map are topics, occurrences, and associations. A topic is a resource that reifies a real-world subject. A subject can be anything, going from abstract concepts to a specific document section. “Exactly what one chooses to regard as topics in any particular application will vary according to the needs of the application, the nature of the information, and the uses to which the topic map will be put: In a \textit{thesaurus}, topics would represent terms, meanings, and domains.”\textsuperscript{45} To any given topic three characteristics can be added: names, its associations and its occurrences (resources). Names as such are strictly speaking not necessary, but are useful to the people using the topic maps. Associations (relationships) indicate how topics relate to one another, while the occurrences point to the relevant information resources. These characteristics aren’t considered to be universal in nature. Their assignment of is situated within a certain scope (context) where they are regarded as valid. Since multiple topics can represent a single subject, the identity of


16
said subject can be defined through resources called subject indicators. The model makes a clear distinction between the domain model, expressed as topics and its associations, and the indexed resources, expressed as occurrences. This way the topic map can function as a high-level overview of a knowledge domain, which can be adapted dynamically and still be easily used for search and retrieval by experts and non-experts alike.

2.3 Folksonomy

A folksonomy is a user-generated taxonomy with which web content can be categorized and retrieved through the use of open-ended labels called tags. It has been dubbed grassroots classification, collaborative tagging, ethnoclassification, folk classification, open tagging, social classification, faceted hierarchy, etc. The neologism folksonomy was first coined by Thomas Van der Wal, who describes it as being “the result of personal free tagging of information and objects (anything with a URL) for one’s own retrieval. The tagging is done in a social environment (shared and open to others). The act of tagging is done by the person consuming the information. The value in this external tagging is derived from people using their own vocabulary and adding explicit meaning, which may come from inferred understanding of the information/object as well as. The people are not so much categorizing as providing a means to connect items and to provide their meaning in their own understanding.” Or more simply put, “folksonomies are taxonomies created by users who add tags to things.”

The defining characteristics of a folksonomy are its bottom-up structure, its lack of hierarchical structure, and the social context in which it is used. The most common examples are the social bookmarking site del.icio.us and the photo sharing site Flickr. The first allows users to tag a URL of a website with relevant keywords, while the latter allows the tagging of photographs. Tags can be applied to a number of resources besides bookmarks and pictures, such as music, videos, books, academic papers, events, etc.

---

1 http://del.icio.us/. For ease of use, the simpler way of writing “Delicious” instead of “del.icio.us” will be used in the rest of the text.
2 http://www.flickr.com/
4 http://www.panoramio.com/
blogs, even life goals. The primary objective is refindability of saved resources by the user himself. Because of the fact that other users can see (and browse through) the resources that have been saved and can search the saved tags, a communal aspect is inherent to folksonomic systems. The difference with social networking sites is that the emphasis here is on organizing data instead of on creating and maintaining relationships. In the next chapter a more detailed explanation will be given.

2.4 Semantic Web

The Semantic Web, as envisaged by the Tim Berners-Lee, is an extension of the current Web “in which information is given well-defined meaning, better enabling computers and people to work in cooperation.”\(^5\)\(^3\) The two basic components are common formats for integration and combination of data drawn from different resources, and a language for recording how the data relates to real world objects. Thus, it is aimed at providing “a common framework that allows data to be shared and reused across application, enterprise, and community boundaries”, based on the Resource Description Framework (RDF).\(^5\)\(^4\) RDF is a standard way of describing relationships between topics, in which metadata is expressed in triples (two terms connected by a third, e.g. university is a type of school).\(^5\)\(^5\) At its core it comprises a set of design principles, collaborative working groups, and a set of technologies, including RDF and the Web Ontology Language (OWL).\(^5\)\(^6\) Although some sites\(^x\) have already made information available in Semantic

---

\(^1\) http://last.fm
\(^2\) http://youtube.com
\(^3\) http://www.librarything.com/, http://www.goodreads.com/, http://www.shelfari.com/, PennTags (http://tags.library.upenn.edu/)
\(^5\) http://upcoming.org
\(^6\) http://technorati.com,
\(^7\) http://www.43things.com/
\(^8\) Tim Berners-Lee is the inventor of the WWW and HTML, and director of the W3C Consortium. See: http://www.w3.org/People/Berners-Lee/
\(^9\) “The OWL Web Ontology Language is intended to provide a language that can be used to describe the classes and relations between them that are inherent in Web documents and applications” and is therefore “a language for defining and instantiating Web ontologies.” Smith, M.; Welty C.; McGuinness, D. (eds.) OWL Web Ontology Guide. In: W3C recommendation, 10 February 2004, http://www.w3.org/TR/owl-guide/, 12 May 2008
\(^x\) E.g. The Neurocommons, http://sciencecommons.org/projects/data/
Web format, it is still hard to find large-scale applications outside of the academic world.\textsuperscript{57}
2. Folksonomies

1. Introduction

1.1 YACS\(^1\)

In the previous chapter a folksonomy was defined as a bottom-up taxonomy, to which metadata is added by users in the form of tags. This is not completely true. Although the word folksonomy is a contraction of folk and taxonomy, it is nothing like a traditional taxonomy. As we have seen, hierarchical classification systems are constructed (and maintained) by professionals who classify objects based on a set of rules. Folksonomies on the other hand work by grace of the adage “anything goes”. What is truly remarkable is that both ways of organizing human knowledge work.

Merriam-Websters defines classification as a “systematic arrangement in groups or categories according to established criteria.”\(^{ii}\) There are many different ways to establish the criteria deemed fit to represent a category. The ideal is to create a system which allows users to categorize objects in an objective way. Unfortunately every system is prone to errors, due to the system itself or due to the fact that different people interpret the rules differently. During a practical course on records management for my studies in archival science, Prof. Dr. Frank Scheelings gave the students several documents to classify. The class was split up in groups and each group received the same set of documents but a different method to work with (UDC, DCC, ...). Every group experienced a number of problems caused by the ambiguity of the archival records. Because, for instance, a letter can be about different subjects it isn’t always easy to give it a place in a pre-defined order. When trying to find the documents again as they were classified by the other groups proved just as difficult. You might argue that this was because of our lack of expertise, but even experienced cataloguers exert variations in the assignment of categories.\(^1\) Whichever way you put it, the

---

\(^1\) Yet Another Classification System
example illustrates my point. The intention of any classification model is to find (again) what is hidden in the accumulated mass of books in a library or in the accumulated bits of the inter- and/or intranet. Therefore, these problems should not be ignored. Especially since the people searching for information are usually not experts in cataloguing.

The question is: who defines the categories and to what end? In his classic article *Ontology is overrated* Clay Shirky states that applying concepts that might work fine in the physical world to the digital realm is a mistake. The classification models we know look the way they do because of historical and cultural reasons combined with the fact that we take physical constraints into account. A letter, a book, a videotape, etc. can only be in one place at a time. The information it contains, however, can be about many different things. Nevertheless, the physical object needs to be put in one particular place. So, it has to be ‘declared’ to be about one thing in order to be filed in its ‘proper’ place on the shelf. In the digital world this isn’t true anymore. A document can be about many things and can be in many places at the same time. David Weinberger takes this reasoning a step further in his book *Everything is miscellaneous*. The power of the new digital disorder, by introducing the concept of the three orders of order. “In the first order of order, we organize things themselves – we put silverware into drawers, books on shelves, photos into albums.” Library science has provided us with “a prototypical example of the second order of order: a card catalog … The catalog separates information about the first order objects from the objects themselves. … A code on this second-order object, the catalog card, points to the physical place where the first-order [object] is stored … But now we have bits. Content is digitized into bits, and the information about that content is bits as well. This is the third order of order … [It] removes the limitations we’ve assumed were inevitable in how we organize information.” According to Weinberger, classification efforts can be traced back to the Ancient Greeks’ idea that there is a natural order of things that exist; and consequently this order should be applied to our understanding of the

---

1 OK, that are actually two questions, but I wasn’t expecting the Spanish Inquisition.
Thus, many have tried to create a natural order of knowledge. Plato said that reality has natural ‘joints’. Hence, a skilled thinker, like a skilled butcher, should be able to know where those ‘joints’ are. One such attempt at cleaving nature at the joints is the Dewey Decimal Classification. Melvil Dewey adopted as a larger structure the Hegelian reversal of the order proposed by Sir Francis Bacon, combined with the assumption that the Western Christian culture is the pinnacle of truth. On top of that, he liked decimals to the point that he figured it was the most ideal way to organize libraries. So he created ten top level classes, each with ten divisions, with each having ten sections. The problem here of course is that all knowledge needs to be fitted into sets of ten, while sometimes you need eleven or nine is enough. Dewey’s and other classification systems are also heavily indebted to Aristotle, who said that a category is a definition, a principle, explaining why some things fit into it and others don’t. So, you cluster like and split unlike things based on a set of universal principles. Later this idea was transformed into a tree-structure in which everything has only one place. Weinberger says that this Aristotelian logic has stayed with us until this day.

Another reason why a scheme like DCC looks the way it does, is because it had to be thought out on paper; more importantly, by writing each concept on a slip of paper. These slips of paper were than laid out in a certain order. It’s obvious that two slips of paper can’t be in the same spot at the same time; else you won’t be able to see what you are doing. Which brings us back to the original point made by Shirky: the second order of things is ruled by the constraints of the physical world. “The musculature of the Library of Congress categorization scheme looks like it’s about concepts. It is organized
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1 Shirky has dubbed this ontological classification, which is the organization of “a set of entities into groups, based on their essences and possible relations.” Shirky, C. Ontology is Overrated: Categories, Links, and Tags. In: Clay Shirky’s Writings About the Internet, personal weblog, 2005, http://shirky.com/writings/ontology_overrated.html, 22 February 2008

2 Bacon’s order: history, poesy, and philosophy.

into non-overlapping categories that get more detailed at lower and lower levels ... But ... the supporting structure around which the system is really built, is designed to minimize seek time on shelves. The essence of a book isn't the ideas it contains. The essence of a book is 'book'. Thinking that library catalogs exist to organize concepts confuses the container for the thing contained.'

The digital world has made it possible to rethink the way we categorize. Only now, since the advent of the internet paradigm, are people seriously contemplating what these possibilities might be in a real, practical sense.

Within this concept folksonomies are considered to represent a particular form of the third order of order. Instead of browsing through a pre-defined set of categories based on the worldview of someone else, folksonomic systems can rearrange themselves in a way which is adapted to the preferences of the user. At the core of a folksonomy lies the usage of tags. A tag is basically a keyword or reference which you, the user of the system, can add to a resource to describe the resources’ aboutness. In order to retrieve the saved information it suffices to either use a search form or click on the term in question in a tagcloud. A tagcloud represents tags in a stream of words with varying sizes. The size denotes the frequency of the use of a tag in relation to the others tags that are displayed. In figure 1 you see the tagcloud for the most popular tags in the Delicious network as a whole.

Figure 1: Delicious “Popular” tagcloud on 17 May 2008
It is possible to vary in depth. Figure 1 is an example of the most popular tags at the level of the resource. The same is also possible, and generally available, at the level of the user. A personal tagcloud helps the user to navigate easily through the saved resources to retrieve the specific content she is looking for at any given time. Every system that employs a folksonomy has different ways of expressing this in the features made available. In the next chapter the peculiarities of the site upon which research was done, i.e. LibraryThing, will be explained in more detail.

Figure 2: LibraryThing tagcloud for the book *Everything is miscellaneous*.

In effect, the user is adding metadata to an object. Traditionally creation of metadata has been left to professionals, intermediaries. Librarians, archivists, or other people working in the sector of information science assign descriptors to objects based on standardized rules. Although professionally created metadata is considered to be of high quality, it is a very costly and time-consuming process. Furthermore, since the Second World War we have known an explosion of documents being produced, ushering in the era of infoglut as we know it today. As a result it has become extremely difficult to annotate every single piece of data being produced. The first attempts at solving this problem involved the creator of the document.\(^1\)

Within the archives profession research has shown however that most creators don’t want to be bothered with the assignment of metadata. Even adding a few descriptors before saving a document is seen as an annoyance and a misappropriation of time. Therefore metadata is added automatically based on the principles of the *records continuum*.

---

\(^1\) Based on the principles of the *records continuum*. 
as much as possible. For the authors of books and papers this argument is perhaps less valid, given the fact that they have a vested interest in the findability of their work. Whatever may be the case, author generated metadata helps solve a part of the problem of scalability. Adam Mathes states that both approaches, intermediary and author generated metadata, “share a basic problem: the intended and unintended eventual users of the information are disconnected from the process.” A third approach is user created metadata, which is of course what folksonomies provide. The users of the resources add information to them in the form of tags, thus creating another way of retrieving said resources and enhancing the scalability of the system. A very important difference with the first two approaches can be found in the social aspect. In most cases, a folksonomy doesn’t stand on its own. The fact that it is possible to see the tags and the associated resources of other people leverages the power of the masses. Nevertheless, users do not tag (directly) for the benefit of the community as such, but mainly for themselves. And that is why it works. Altruism is a beautiful ideal, but not one to encourage indexing efforts. Tagging is done to find one’s own resources, yet by doing so a happy side effect is created because of the set-up of such systems. Taggers help the rest by helping themselves.

Is a folksonomy Yet Another Classification System? Not really. Classification requires a conscious effort to organize the world of knowledge in a coherent matter by cleaving nature at the right joints. Although in the above text the terms classification and categorization have been used as synonyms, a distinction can be made between both. Categorization reflects the Aristotelian division and clustering of data (and information and knowledge), called lumping and splitting in information science, while classification comprises of “a system of classes, ordered according to a predetermined set of principles and used to organize a set of entities.” Categorization tries to organize the world in categories, while classification tries to organize information in classes. Traditional classification is very rigorous and allows an object to be placed within one particular class. Categorization is more

---

1 Which is way it has also been dubbed ‘mob indexing’.
flexible and draws nonbinding associations between objects (based on the simple recognition of similarities across a set of objects). Elin Jacob has compared both systems based on six systemic properties:\textsuperscript{11}

1. Process: the process of classification is done by analyzing the essential characteristics of an object, followed by an assignment to a certain class. The process of categorization is generally unsystematic but also more flexible because it doesn’t need to rely on predetermined definitions. Similarity assessments can be made based on immediate context, personal goals, or individual experience.

2. Boundaries: in a classification system classes are clearly delineated by the definition the ‘essence’ of a particular class, making the classes mutually exclusive and non-overlapping. In a categorization system boundaries are fuzzy, mutable and potentially fluid. Membership to a category does not prohibit membership to another category.

3. Membership: membership to a class is strict, while a membership to a category may vary across time based on the combination of context dependent and independent information used to define membership.

4. Criteria for assignment: in a classification system criteria for assignment are governed by the principles that lie at the basis of the conceptual framework. The criteria for category assignment are potentially variable according to the context within a given category is used.\textsuperscript{1}

5. Typicality: here the question is asked how representative a given member is of its class or category. Since class assignments rely on theoretical (and thus abstract) ideal properties, every member should be equally representative of its class. In a category no one object is said to be completely representative because of the fact that context matters.

6. Structure: a classification system is generally a hierarchical structure of well-defined, mutually exclusive, and nonoverlapping classes nested in a series of superordinate-subordinate … relationships. The

\textsuperscript{1} E.g. a romantic book: are we talking about Coleridge or Jackie Collins?
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structure of a classification system provides a powerful cognitive tool -- an external scaffolding -- that minimizes the cognitive load on the individual by embedding information about reality through the organization of classes within the system. ... In contrast, the structure of a categorization system consists of variable clusters of entities that may or may not be organized in a hierarchical structure.”

Given the analysis of Jacob, we can clearly regard folksonomies as a categorization system. Collaborative tagging can be seen as the creation of categories. These categories are of an implicit nature and have a closer relation to a general worldview with as many facets as there are people tagging. Tags are extremely context driven, allow resources to be in multiple categories at the same time, and lack any kind of hierarchy. This makes it a very flexible tool which, however imprecise at times, can aid the retrieval of relevant information.

David Weinberger pointed out that while tagging meets the criteria of categorization, it nevertheless feels different. Categorization feels like putting things in buckets (lumping and splitting), tagging feels like labeling them.

One reason why it has become so popular is precisely the feeling that you’re not making a life-or-death decision: you’re ‘just’ putting a label on the thing you don’t want to lose. This line of reasoning is associated with the idea that there is a lower cognitive cost to tagging. Rashmi Sinha has made a cognitive analysis of the phenomenon. He explains the cognitive process behind that

**Cognitive process behind tagging**

![Diagram](image.png)

Figure 3: The two stage cognitive process of tagging. (Sinha, 2005)
gets activated when we tag and how this differs from the process of categorization. At the first stage a number of related concepts are activated. Since with tagging there is no filtering involved, the second stage consists of applying one or multiple tags to the resource in question.\(^\text{14}\)

**Cognitive process behind categorization**

![Diagram of the three-stage process of categorizing](image)

Figure 4: The three stage process of categorizing (Sinha, 2005)

Categorization on the other hand is more formal. After having selected candidate categories a conscious decision needs to be made. Cognitively, the process consists of computing the similarity between the present item and the possible categories. In our everyday life we make these kinds of decisions all the time. Sinha states that we in general it is sufficient to make local decisions. You see a dog, your brain ‘knows’ it’s a mammal. As you encounter more dogs during your life the brain makes subcategories, making you an a bit more of an expert in the subject as you go along. In the digital realm we are less proficient in this kind of categorization, which may lead to what he calls “post-activation analysis paralysis.” The object of digital categorization is to optimize future findability. If you don’t maintain a balanced scheme it becomes difficult after a while to find your way in the nested tree-structure that you have created. Although it is possible to reorganize digital objects, this is fairly expensive in terms of the time it takes to do so. Think too much about this and you will develop a state of fear that you might make the wrong decision. Tagging on the other hand eliminates the need to make a decision. “The beauty of tagging is that it taps into an existing cognitive process without adding much cognitive cost. At the
cognitive level, people already make local, conceptual observations. Tagging decouples these conceptual observations from concerns about the overall categorical scheme. The challenge for tagging systems is to then do what the brain does - intelligent computation to make sense of these local observations, and an efficient, predictable way to ensure findability."

Summarizing, we can say that folksonomies hold the promise of helping us find our way in the enormous amount of information available to us. Tagging provides us with an additional means of organizing the human body of knowledge. Sometimes the discussion takes on an OR this OR that direction. It should be AND AND. That's the beauty of the digital world. People can choose how they want to view something. So, search and retrieval can be facilitated by folksonomies AND taxonomies AND ontologies AND ... well, you get my point.

1.2 Types

According to Thomas Vanderwal there are two types of folksonomies: broad and narrow. A broad folkonomy, such as LibraryThing, allows for many layers of tagging, which develop patterns of consistency. In a narrow folksonomy, such as Flickr, only a few users supply the tags.

A broad folksonomy lets many people tag the same object. Every person, except for the creator, can tag the object in his own way with his own vocabulary.

One person creates the object and makes it available to others. These other people then tag the object with their own terms. In Vanderwal’s graphical representation, this is indicated by the arrows pointing to the ‘diamonds’. The alphabet letters above the ‘people’ denote groups using the same vocabulary. The information itself can be found based on the tags, indicated by the arrows pointing back to the ‘people’. Many people can and probably will tag an object in a different way. However, a larger amount of users tend to favor a particular (set of) tag(s), which results in what is called a power law curve, a continuously decreasing curve with a

---

1 The following explanation is based in its entirety on Vanderwal’s post on Personal InfoCloud (except where indicated). The images were taken from this post as well. Vanderwal, T. Explaining and showing broad and narrow folksonomies. In: Personal InfoCloud, February 21, 2005, [http://www.personalinfocloud.com/2005/02/explaining_and_.html](http://www.personalinfocloud.com/2005/02/explaining_and_.html), 27 January 2008

2 He also added the concept of a personal folksonomy, while discussing Google’s e-mail application, Gmail, where it is possible to freely tag one’s own e-mail entries. This will not be discussed for this might lead us to far.
long tail at the end. Power law distributions have been observed in economics and linguistics. Vilfredo Pareto, a nineteenth century Italian economist, noted that only a small percentage of people (20%) control most of the wealth (80%). The concept was translated into what is called the 80-20 rule or Pareto’s Law. Zipf's Law, named after the linguist George Zipf, tells us that word frequencies fall in a power law pattern. They contain a large number of high frequency words (I, of, the), a moderate amount of common words (book, cup), and a large number of low frequency words (peripatetic, hypognathous). In broad folksonomies a similar distribution can be seen, by providing a means to see trends in how a broad range of people are tagging one object. The trend becomes visible through the spike at the left hand side of the curve. At the right end of the curve, the long tail, we find “a small minority of people who call the object by a term, but those people tagging this object would allow others with a similar vocabulary mindset to find the object, even if they do not use the terms used by the masses over at the left end of the curve.”

A narrow folksonomy is useful in the context of tagging objects that are not easily searchable or can only be described using text. Tagging is done by one person or a limited number of people. Tags are directly associated with the object.
Vanderwal’s representation depicts the person creating the object and applies a descriptor in the form of a tag. The users of the system can also apply tags to describe the object or to help them find it again. In this example group A uses the tag supplied by the creator to find and come back to the object. Groups B uses tag 1, but has applied tag 2 as well. Group C only consumes tags 1, 2 and 3. The same goes for group D for the tags 2 and 3. Group E was not able to find the object because of a mismatch of vocabulary. Group F uses its own tag 3 to find the object, which it has found through other means than the existing tags.

Although a narrow folksonomy is not as rich as a broad one, it can still generate a certain value because of the text tags being applied to objects that are not findable using search or text related tools.

1.3 Advantages and disadvantages

The advantages and disadvantages of a folksonomy stem from the fact that tags are based on natural language, which might create problems concerning synonyms, homographs, accuracy and compatibility.21

Synonyms are words which refer to the same entity. Science Fiction and sci-fi are equal in meaning. Items tagged with science fiction are not retrieved when searching for sci-fi. The problem is compounded even more with acronyms. SF is a generally accepted acronym for the genre, but it might also stand for San Francisco. Related is the problem of plurals and errors in spelling. If the database deems “cat” and “cats” to be different entities, a
search on either of them will not retrieve the other. The mental model of the
tagger defines how she sees the world and subsequently categorizes it.
“Reflecting the cognitive aspect of hierarchy and categorization, the ‘basic
level’ problem is that related terms that describe an item vary along a
continuum of specificity ranging from very general to very specific; ... cat,
cheetah and animal are all reasonable ways to describe a particular entity.
The problem lies in the fact that different people may consider terms at
different levels of specificity.”22 Most people will use the more (but not the
most) general description as a basic level than the more specific, e.g. “cat” as
opposed to “animal” or “Persian”. Ultimately it depends on the need and the
level of expertise in a domain of the individual. For some “javascript” might
be too specific, while for another “software” is too general.23

Homographs are words that are spelled the same but carry different
meanings in different contexts. Problems can arise when these words are
presented without context, and can thus cause ambiguity. However, the
retrieval problem associated with homographs is often more theoretical than
actual. Words that are ambiguous on their own usually become clear when
used together with other words.24 A related problem is the issue of polysemy.
Polysemous words have many related senses. E.g. “windows” can refer to
holes in walls, panes of glass residing in them, or an operating system.
Polysemy can dilute query results by returning related but inapplicable
items.25

A problem which is specific to folksonomies is that of compound tags. Some
sites allow multiple word tags, others do not. The result is that users have
found ways to circumvent this restriction by compounding tags. Examples
include “sciencefiction”, “science-fiction”, “ScienceFiction” and
“science_fiction”. Another reason why tags are compounded is to create some
sort of a hierarchy in the set of tags an individual uses, e.g. “design:css”,
“programming/C#”. Such tags lower their findability, unless a generally
accepted standard form is agreed upon within the community.

The issue of accuracy is a tricky one. Natural languages enhance accuracy
since no further interpretation is needed. Controlled vocabularies are
artificial, and thus do not reflect the richness of a natural language. They need to be interpreted. Out of this interpretation inaccuracies can arise. On the other hand, folksonomies lack precision because of the problems cited above. Jason Morrison studied their search effectiveness on web resources as compared to search engines and directories, based on measures of precision, retrieval and recall. Overall folksonomies were the least effective. Search engines have the highest precision and retrieval rate. Directories have the next highest precision rate, but the worst retrieval rate. This in contrast to folksonomies, which had the lowest precision rate, but more than double the retrieval rate of controlled vocabularies. It must be said that this study was done almost two years ago. Since then folksonomies have expanded substantially. They are the most effective when a formidable critical mass is reached. Personally, while doing research into folksonomies sites like Delicious and Cite U Like garnered more relevant results than the Google search engine. The point is, there are several ways of searching for things. Each has its own strengths. A folksonomy is more suited for browsing than for finding, thus enhancing serendipity. By browsing through the content an the interlinked related tag sets it is possible to get the general feel of a subject. For Adam Mathes the difference between browsing a subject area and direct searching to finding relevant documents in a query is like the difference between exploring a problem space looking for the right questions and looking for answers for specific questions.

In terms of cost it is of course much cheaper and less labor intensive to utilize a folksonomy than a full fledged taxonomy. It is not necessary to develop an elaborate system by experts, which is costly not only financially but also in terms of time. Afterwards the architecture needs to be maintained by these experts and users need to be trained in order to get the most out of it. The process to update a rigid controlled vocabulary is lengthy and cumbersome.
2. Previous research

Although folksonomies are the youngest members of the information science family, scholarly discussions ensued fairly quickly. Collaborative tagging became popular around 2004 with the advent of social software applications, ushering Web 2.0 into the world of categorization. Initially, these discussions did not take place in papers and articles, but rather on blogs. One of the first papers is Adam Mathes’ Folksonomies - Cooperative Classification and Communication Through Shared Metadata, which gives a good description of what folksonomies are about.29 One of its most ardent proponents from the start is, of course, Thomas Vanderwal. He regularly contributes his thoughts to the debate in lectures and on his blog Off the Top.1 Both have also argued that tagging systems can be used as a tool for personal information management.

The debate has concentrated on the use of folksonomies as general resource discovery and knowledge organization tools. Clay Shirky defends the idea, in his well known speech, Ontology is overrated, during the O'Reilly Media Emerging Technology Conference 2005,ii that collaborative tagging will eventually supersede traditional classification and categorization schemes.30 He argues that the “current schemes are incapable of reflecting the transient nature of knowledge and therefore the demands of the modern information user.” Since collaborative tagging is inclusive “all users can participate and contribute their own personal vocabularies to generate a collaboratively built ‘bottom-up’ vocabulary which more accurately reflects users’ conceptual model of the world around them.”31 Shirky also notes the economic advantage of utilizing a natural language system in a collaborative fashion (see above). Ian Davis questions these economies. He states that “the total cost of an information retrieval system is the cost of classification plus the cost of discovery.”32 Thus, in formal classification systems a small group of specialists incur a high cost in order to reduce the costs of searching by a large group of people, whereas in a folksonomy it’s cheap to classify yet expensive to find. Mathes and Quintarelli have reacted to this kind of

1 http://www.vanderwal.net/random/index.php
2 http://itc.conversationsnetwork.org/shows/detail470.html, 11 July 2008
reasoning by explaining that folksonomies have another purpose, and thus other benefits, than taxonomies. These include the enhancement of serendipity (see above) and the learning curve associated to the search effort itself. Guy and Tonkin have suggested that findability might be greatly improved in folksonomies by improving tag literacy. The measures they propose are aimed at improving tagging systems (e.g. automatic spell checks, synonym suggestions, etc.) and at encouraging users to follow the community’s conventions.

Research has been done on different types of sites allowing collaborative tagging in order to define trends and patterns of tag usage. An early research paper is by the hands of Golder and Huberman, in which they have analyzed data from Delicious. Although there is a large variety in the number of tags and what they describe, there is also a certain regularity to be found concerning their nature. The patterns they describe will be discussed in more detail in the next chapter. In general, patterns have been analyzed based on the tuple User, Resource, Tag. Tags tend to exhibit a Power Law distribution. When a given resource is added to a folksonomic system a lot of different tags are applied to it. Relatively quickly the number of different keywords drops in frequency. The highest frequency is reserved for a small number of tags. This implies that folksonomies converge towards a consensus concerning the aboutness of a resource. Cattuto, Loreto and Pietronero have stated that the vocabulary used in folksonomies has an emergent nature. Just like in natural languages, they exhibit dynamic aspects, such as the emergence of naming conventions, competition between terms and takeovers by neologisms. Lux, Granitzer and Kern have confirmed these findings. In their sample 80% of co-occurring tags are Power Law distributed. A secondary finding relates to the large amount of tags that are inappropriate for retrieval purposes. These tags can be misspellings and unpopular tags. They can also be personal vocabularies with strong indications for the existence of sub-communities creating semantic islands. Kipp and Campbell have found that collaborative tagging practices work to a certain extent in the same way as conventional indexing, that the tagging
data are to some degree consistent with traditional concepts of aboutness. Next to this, tags also have a distinctly different function. The presence of time and task management tags provides an extra dimension that traditional categorization systems can not accommodate.\textsuperscript{41}

There is still some debate about the effectiveness of tagging as a retrieval aid. Chi and Mytkowicz argue that the increasing popularity of a folksonomy decreases its efficiency. More and more resources are added, making the recall of specific tags very great yet imprecise or very low but precise.\textsuperscript{42} Others, as we have seen before, claim that the advantages need not be found in exact recall, but rather in the social aspects. Be as it may, a number of authors have proposed improvements and adjustments to the design of folksonomies. Céline Van Damme has made a SWOT analysis of folksonomies and taxonomies in her master thesis \textit{Folksonomies and enterprise folksonomies}.\textsuperscript{43} In the section opportunities, Van Damme makes a number of suggestions which might make collaborative tagging systems better. The quality of tags could be improved by setting up a minimum set of rules. Meijas suggest some best practices such as keeping a good balance between idiosyncratic and social tags, the usage of plurals to define categories, including synonyms, and using the conventions of the group. Misspellings could be eliminated by introducing a spelling checker. The credibility of the feedback mechanism could be increased by introducing a ranking mechanism in which particularly useful tags are promoted.\textsuperscript{44} This way people might know to which degree certain tags can be trusted. It can also function as a sort of a reputation management system, letting prolific taggers rise to the level of trusted expert. Finally, building a hierarchy in tags could improve retrievability of content.\textsuperscript{45} Other suggestions are aimed at the automatic extraction of hierarchies from tags,\textsuperscript{46} by automated clustering\textsuperscript{47} or the extraction of ontologies.\textsuperscript{48}

Although this overview of the research that has been the last few years is hardly complete, it does cover a lot of the ground. More importantly it shows the increasing interest in grassroots classification and the possible implications folksonomies might have for the future of information retrieval.
3. Tagging rights

“The rise of the Internet is affecting the actual work of organizing information by shifting it from relatively few professional indexers and catalogers to the populace at large.... While not consciously teleological, a self-organizing bibliographical universe nevertheless succeeds in meeting the bibliographic objectives in part, occasionally, and somewhat randomly.”

1. Introduction

As we have seen in the previous chapters, there is a clear difference between the way language and its internal relations are handled in controlled vocabularies and folksonomies. The semantic relations in natural language systems do not follow the same rules as hierarchical classifications and categorizations. As a result, a discrepancy has arisen between the language of catalogers and that of users/searchers. The object of any of the aforementioned systems is to enhance the findability of information through the retrieval of documents. In order to do so metadata is added to said documents. Historically the creation of metadata has been the “domain of dedicated professionals working with complex, detailed rule sets and vocabularies.”

The production of documents (in the broad sense of the word) has expanded exponentially since the Second World War. It has become increasingly difficult for professional intermediaries (catalogers and archivists) to keep up. One approach to counter the tide is the implementation of author generated metadata. Within the archival and the library sciences community there are many proponents of this concept. A well known initiative is Dublin Core (see chapter 1). Recently, with the advent of social bookmarking sites, a new approach has received some

---

1 “A document can be described as ‘recorded information or object which can be treated as a unit’. Den Teuling adds to this that it is also a ‘whole of coherent data, recorded on one or more media’, where ‘coherent digital data, recorded on more than one medium, form one document if they are to be retrieved in one action.’ But also, ‘a document of which parts are recorded on different media.’ Translated from: Sterken, V. Op zoek naar Vaste Waarden, Vooronderzoek Digitale Archivering aan het Vlaams Parlement, 2005-2006. Master Thesis, Free University Brussels (VUB), 2006, pp. 7-8
attention, i.e. user generated metadata. Each method has its advantages and disadvantages in regard to catering to user needs (see chapter 2).

Adding metadata is done, in general, to denote the aboutness of a document. In Catalogers’ common ground and shared knowledge\(^3\) Alenka Šauperl uses the term “subject identification” in this context. She analyzes the cataloging process in light of the problem of multiple interpretations. Perception of a document is influenced by a person’s background and education, but also by the social group or the culture she belongs to. Three levels of interpretation are discerned, i.e. the perspective of the tradition (discipline) and reality (current needs and intentions) of the author, the intermediary, and the user/searcher. “One component is the author’s intention (reality) expressed in his or her words (text) and the discourse (language and writing customs) of his or her discipline (tradition). The other component is the reader, the user of the information, who brings his or her own background (discipline—tradition), reasons for selecting the work (reality), and purposes of its use (text). Standing between these two is the cataloger (or indexer), who attempts to link the author’s intention and the user’s needs within the context of his or her own perceptions.”\(^4\) Catalogers are aware of this problem and try to limit the multiple meanings subject headings might have. Nonetheless, Šauperl’s research shows that they tend to be more oriented towards their professional community than to authors or users. The sources of inspiration for generating subject headings are: the document, previous experience, the cataloging practice and the local library catalog, other catalogs (notably the Library of Congress), the subject headings list, and reference sources. Of these six sources, only the document is shared with the author and the reference sources are shared with the user.\(^5\) Tennis situates this analysis in the descriptive manifestation of subject cataloging, which is juxtaposed with the prescriptive (textbook) manifestation. The latter is a practice which identifies the needs of users for finding and collocating stock in a library by subject based on precoordinated classification. The prescriptive manifestation is present in a folksonomy in some way when we take its purpose into account. Collaborative tagging systems aim at the sharing and
managing of resources.\textsuperscript{6} In this sense, folksonomies bring the interpretation of the user to the foreground. While author generated metadata can be added by the authors themselves and/or automatically, and intermediary generated metadata can be applied by professionals, folksonomies might well fill the gap concerning the view of the user.

In this chapter the differences between intermediate and user generated metadata will be analyzed, using the site LibraryThing\textsuperscript{i} (LT). LibraryThing “is an online service to help people catalog their books easily. Because everyone catalogs together, you can also use LibraryThing to find people with similar libraries, get suggestions from people with your tastes and so forth.”\textsuperscript{7} In most websites that use social tagging systems, the content itself is immediately accessible via the web. When looking for information about a certain topic in a library catalog this is not the case. The searcher will need to select the books he is interested in, in order to retrieve them later. Overall, librarians, who have a professional relationship with the material, have assigned descriptors to facilitate retrieval. LT allows its members to catalog their own books. Metadata is assigned in the form of tags by users, who have a personal relationship with the material they tag. Besides the cataloging of one’s own collection, the site can also be searched for books of others regarding certain subjects.

As one might imagine, the service is also very popular with librarians and other information specialists. The questions arises how natural language keywords will relate to controlled vocabularies. Moreover, one would expect that within the group of librarians using LT, the language of the intermediary will be reflected. Given the habit of cataloging for a living, it would be probable that the professional language is maintained in another system because of habit. At the least it is expected that broader and narrower terms of a concept will be more prominently present within this group. On the other hand, no matter what the background, in LT the cataloger is also the user and vice versa. The effect of this ambiguity is

\textsuperscript{i} \url{http://www.librarything.com/}
difficult to predict, since humans easily switch between roles and viewpoints depending on specific situations.

2. Methodology

First, an in depth explanation will be given about the functionality of LibraryThing. It will become clear that LT is a broad folksonomy with extensive social capabilities. Besides this, the search and retrieval methods of the system will be discussed. These, and other features, are constantly being enhanced, stemming from the founder’s implicit Open Source\textsuperscript{i} mentality and belief in his product. During the time of writing of this thesis, the new features of the home page and “find friends” was introduced, the idea of an Open Shelves Classification system was launched, and a books Application Programming Interface (API) was released under a Creative Commons\textsuperscript{ii} license.\textsuperscript{8} The richness of the site makes LT an interesting object of study.

Next, the tags will be examined according to the functions that they perform. The object here is to determine if tags are used for different purposes than from those in other folksonomies, since the tagged content is not immediately accessible. To this end the dataset will be analyzed based on the categories proposed by Golder and Huberman.

Then, a comparison will be made with intermediary generated metadata. To bibliographic records keywords from controlled vocabularies are added in the form of subject headings. After an initial comparison, based on the subject headings which are available in LibraryThing itself, the analysis was narrowed to the authoritative Library of Congress Subject Headings (LCSH). First, it was verified to what extent LCSH terms exist in LT in the form tags.

\textsuperscript{i} Open Source is a development methodology with an emphasis on sharing sources (knowledge and goods). For concise background information, see: Tapscott, D. & Williams, A. \textit{Wikinomics. How mass collaboration changes everything}. London: Atlantic Books, 2008 (2\textsuperscript{nd} ed.), pp. 65-96

\textsuperscript{ii} “Share, Remix, Reuse — Legally. Creative Commons provides free tools that let authors, scientists, artists, and educators easily mark their creative work with the freedoms they want it to carry. You can use CC to change your copyright terms from “All Rights Reserved” to “Some Rights Reserved.””\textsuperscript{9} \url{http://creativecommons.org/}
This was followed by an analysis of the information value of tags as compared to subject headings.
3. LibraryThing

3.1 What is a LibraryThing?

“LibraryThing is a social network for bibliophiles. You catalog the books you have ... or are interested in, and the books you have connects you to other people.” The site was (is being) developed by Tim Spalding¹ and went online on 29 August 2005. It has over 450 000 registered users², who have saved more than 28 million books with more than 37 million tags.

3.1.1 Personal cataloging

In an easy to use interface users can create a virtual bookshelf. To add a book you simply use the provided search box by typing in some words from the title, the author or an ISBN³. The data about the books are imported automatically through a connection to libraries (providing MARC and Dublin Core records) and commercial booksellers. By default the databases of Amazon.com and the American Library of Congress are being searched. This can be expanded by choosing from 690 other sources from around the world, including national, public and university libraries (such as the Charles Darwin University, Yale, Coquitlam Public Library, Zhejiang Provincial Library, Kolding Folkebibliotek, and de Koninklijke Bibliotheek van België), and from commercial sites such as Deastore and Bol-Bruna. Since its origin lies in the United States, English sources are the most represented. However, a fairly large number of other languages are available as well. Some languages are better served than others but, since its addition, this feature has kept on expanding.⁴ If neither of these sources would garner any results, the opportunity remains to add data manually. A final way of adding books is by importing them from other websites such as Goodreads, Shelfari, Amazon wishlists, ... or by uploading files such as TEXT, CSV, XML, etc.

¹ http://www.librarything.com/profile.php?view=timspalding
² Or thingamabrarians.
³ International Standard Book Number, a unique, numerical commercial book identifier.
⁴ There are also a number of translated versions of the site available at separate URLs. E.g. www.librarything.nl, www.librarything.de, www.librarything.it
Figure 8: Example of a personal library

To each book in your library you can add tags. These are designed to be a “simple way to categorize books according to how you think of them, not how some library official does. Anything can be a tag—just type words or phrases, separated by commas.” The only limitations placed on tags are that they can not contain commas or exceed 30 characters.10 There exist several views of a catalog. One possibility is shown in figure 8. Here you see a library as a list. Another way is showing only the covers in a larger font. The underlying data can be accessed by clicking on a specific cover. What type of information is shown in a list can be customized. It is possible to define five different styles, denoted as style A to E. In the example above I have chosen to display the book cover, the author, the title of the book, the date of the edition and the tags I have selected. Other options include multiple authors, a rating, comments, reviews, Dewey Decimal Classification numbers, date read, important characters, Google Book search and more.

Within a catalog it is possible to search in the different fields, either separately or combined. So, you can find books by typing in keywords, which are then matched with either all fields or specific ones, i.e. titles/authors, tags, reviews, comments, subjects.
Since LT uses as a system a folksonomy, tagclouds are naturally present. Different representations are available. On the highest level, we find a fairly large tagcloud of the top 75 tags,\(^1\) as well as an authorcloud of the top 75 authors.\(^2\) When we go a level down, we notice that each book in LT has its own tagcloud. Finally, there is a tag- and authorcloud available for each user with all the tags in the personal catalog (also viewable in the form of a list).

Users can choose whether to keep their library private or public. A private catalog can only be seen by the user himself, while a public one is open for the world to see.

### 3.1.2 Social networking

LT is not only an online cataloging service. It is “also an amazing social space, connecting people with similar libraries. It also makes book recommendations based on the collective intelligence of the other libraries.”\(^1\) The site started out as a way of cataloging ones own library in an easy and cheap manner. The similarities in users’ collections became apparent and a social aspect emerged. Like Amazon, automatic recommendations are made about books that you might find interesting. Unlike Amazon, these are based on members’ tastes and not on a sales model. “Generating picks based on an entire collection is far more revealing than focusing on purchases. "The stuff that you own is just a very powerful expression of your self," Mr. Spalding says. "These catalogs represent a lifetime of collecting." Because of this intimacy, LibraryThing can also connect likeminded readers -- a sort of MySpace for bookworms. But the object is always to find more books, not to kindle online relationships or cliques. "It's not about who you connect with as friends, it's about who you connect with through books," Mr. Spalding explains."\(^2\) This connection takes place by either becoming ‘friends’, like on most social networking sites, or placing yourself on a ‘private watchlist’ or a watchlist of ‘interesting libraries’. In either case, you can follow updates of newly cataloged books in the libraries of your connections. Further more there is the possibility of leaving comments on a member’s profile page. Most

---


of the interaction within the community takes place in the talk pages of the different groups. There exists a possibility to join one of the 3647 groups,\(^1\) ranging from Fantasy or Science Fiction Fans to Non-fiction Readers, Graduate Students, Happy Heathens and everything in between.\(^2\)

On the profile page personal information is shown. Some is added automatically (which tags you have used, to which groups you belong, your LT URLs), other things can be added manually (e.g. about me, favorite authors, about my library, real name, location). A way of connecting with other people is by looking at the pane next to your profile which shows other thingamabrarians who own the same books as you.

Up until recently, the first thing you would see after logging in was your personal library. Now every user has a private homepage. In true web 2.0 style, everything on it is customizable of course. The homepage gives an overview of recently added books, recommendations, what connections have added, the last messages of the talk pages and much more. Another feature that can be seen here is local events. Users can submit events, bookstores and libraries in the local area, which are then pinned on a Google Maps mashup. All of this naturally promotes the social aspects of the site.

### 3.1.2 Social cataloging

According to Tim Spalding there is a natural ladder of use of LT. You start out cataloging your own, personal library. Because of the overlaps in catalogs and aided by the features of the site you develop a social network. All of this together creates what he calls *social cataloging*.\(^3\) This can be done implicitly or explicitly. Explicit social cataloging is done for instance by members of the group I See Dead People[‘s Books].\(^3\) This group enters the private libraries of famous readers as library catalogs. Completed libraries include those of Thomas Jefferson, Mozart and Tupac Shakur (2Pac). Implicit social cataloging can be considered a side result from using the system. Every bit of information about the books in LT that doesn’t come

---

2. [http://www.librarything.com/groups](http://www.librarything.com/groups)
3. [http://www.librarything.com/groups/iseedeadpeoplesbooks](http://www.librarything.com/groups/iseedeadpeoplesbooks)
from the abovementioned sources is user generated. This includes tags, ‘common knowledge’, and editions. In the common knowledge pane information is added that, in general, does not appear in traditional classification schemes, such as important places and people or characters, and the awards and honors the book has received. In the editions pane all the different editions of the book are combined. This improves the findability. When you’re searching for something, you’re interested in the information and not necessarily if it’s the hard or the soft cover.

In order to search for a given book there are a number of possibilities. A member can browse through another member’s catalog. A second option is to do a keyword search on the title, the author or ISBN. The third solution is to search the tags. It can be argued that because of the presence of a large amount of idiosyncratic tags not all relevant information can be found. When searching for all the books tagged with “fiction”, you would like to see all of them without missing out on the ones tagged with “Fiction”, “FICTION” or “fiction”. LT tries to counter this problem by aggregating tags. Users can combine tags, thus creating an enlarged tag space.

**Tag info: fiction**

Includes: fiction, Fiction, A fiction, Fiction., Fictional, Fiktion, Fition, "fiction", "Fiction, fiction, fic, fiction, fiktion, fiction, fiction, fiction, ficti, fict, fictia, fiction, fictino, fiction *, fiction*, fictionn, fiction, fiction, ficción, fiction, fictio, fictio, fiction (what?)

Tag and its aliases used 1,862,563 times by 26,819 users.

Figure 9 : Info about the tag fiction

Further more, on the right hand side of the screen several other options are presented to help the user to expand or limit her search. A box containing a tag cloud with *related tags* allows broadening or narrowing the search.
In order to dig deeper into the subject matter, and thus to decrease the number of retrieved items the function of related subjects can be used. This allows you to explore the related, broader and narrower terms. The significant difference between tags and subjects is that tags are submitted by the users of LT, while subject headings are only available for those books for which data is derived from library catalogs (e.g. Library of Congress, National Library of Australia, Vlaamse Centrale Catalogus, SUDOC, Biblioteca Apostolica Vaticana ...). Each subject also lists the related sub-subjects, allowing the searcher to refine her search. Since subject headings are the result of a pre-coordinated effort they have a narrower scope than tags. Imagine searching for a manual on writing a fantasy book. The term “fiction” is a bit too broad to be really useful on its own. So, we narrow the search to the subject heading “fantasy”.

In the list of sub-subjects you will find “Fantasy > Handbooks, manuals, etc.”, leading you to Allan Kronzek’s *The sorcerer’s companion: a guide to the
magical world of Harry Potter. Unfortunately this is not what she is looking for. It is possible to adjust the search using the related subjects pane once more. So, let’s try “Fantasy fiction, English > History and criticism > Handbooks, manuals, etc”. This garners a list of 13 books, none of which are relevant to her query. She could continue browsing through these subjects, but actually finding what she is looking for could take quite some time. By contrast, a Boolean AND search (see next paragraph) brings up a list of 54 books, including Orson Card’s How to write Science Fiction and Fantasy, Stephen King’s On writing: a memoir of the craft, David Gerrold’s Worlds of wonder: how to write science fiction & fantasy and Ursula Le Guin’s Steering the craft: exercises and discussions on story writing for the lone navigator or the mutinous crew. These three books were found with a single search, whereas if she would have browsed through the subject headings she would have needed to search on various forms of the terms “authorship” and “writing”.¹ When searching in a digital environment people tend to use natural vocabulary as keywords. In order to find resources categorized with the term “authorship” a comprehensive list with synonyms, related and preferred terms must be maintained, which is very labor and cost intensive for the developers.

A very interesting feature is the related tagmashes. The naming is reminiscent of mashups. A mashup is the creation of something new by combining two or more elements. The roots can be traced back to the Jamaican Dub Mashups (or remixes) which originated in the late 1960’s.¹⁵ The term has taken on other meanings since. Digital mashups are digital files containing pre-existing text, graphics, audio, video and/or animation which have been combined to make a new derivative work.¹⁶ The neologism has also found its way into the web 2.0 realm, where it has come to mean a “web application that combines data from more than one source into a single

¹ For Orson Card: “Creative writing”; “Fantasy literature · Authorship”; “Fantasy literature · Technique”; “Science fiction · Authorship”; “Science fiction · Technique”; For Stephen King: “Authors, American · 20th century · Biography”; “Authorship”; “Horror tales · Authorship”; “King, Stephen, 1947- · Authorship”; For David Gerrold: “Science fiction · Authorship”; For Ursula Le Guin: “Authorship · Problems, exercises, etc”; “Creative writing · Problems, exercises, etc”; “Narration (Rhetoric) · Problems, exercises, etc”
integrated tool; an example is the use of cartographic data from Google Maps to add location information to real-estate data, thereby creating a new and distinct web service that was not originally provided by either source.”

Tagmashes can be used to combine two and more tags in order to refine your search. As a result of the submitted query, the system will generate a page based on the combination of the search terms. The results of these queries are subsequently saved in the database. This way they can be proposed to users. This feature enhances the scalability of the system. Not only do the tags themselves aid retrieval of resources, the searches do so as well.

Here you can see the related tagmashes for our top tag “fiction”. The associated tagmashes that are shown dig a bit deeper, but do not divert too much from the top level. Imagine that a user would like to read a historical novel set in nineteenth century France. He could type in the search string “history, novel, fiction, 19th Century, France”, leading him to Hugo’s Hunchback of Notre Dame, based on the following result:

### Related tagmashes

- fiction, literature (105)
- classic, fiction (103)
- fiction, paperback (103)
- favorite, fiction (100)
- fiction, literary (100)
- fiction, literary, novel (100)
- fiction, novel (100)
- fiction, tbr (100)
- england, fiction (99)
- british, fiction (98)
- family, fiction (98)
- favorite, unread (98)
- literature, novel (98)
- family, novel (97)
- fiction, roman (96)
- novel, unread (96)
- 2007, fiction (94)
- fiction, love (94)
- film, novel (94)
- literature, unread (94)

---

1 http://maps.google.com
The related tagmashes pane also generates a more specific result, more closely associated to the newly created search string, including “19th century, french literature” and “historical fiction, paris, romance”. There exists a certain overlap in books when using these associated tagmashes, nevertheless your search becomes more specific to what you’re looking for.

All these different features aid in exploring the “fiction” tagspace, which is larger than the term itself. As we have seen before, the frequency distribution of all the multiple word tags is significantly higher than the term “fiction” on its own. Within this group exists an implicit hierarchy, in the sense that different levels of relationships can be distinguished. There are related terms like “literary fiction” (and all its variants e.g. “literature & fiction” or Fiction – literature) and “general fiction”, and narrower terms like “children’s” and “historical fiction”. In this example we’d be a bit hard pressed to find a broader term.

All of this is possible because of the fact that all members (or a lot at least) have tagged their own resources, have added other useful metadata and have taken the time to combine tags that are the same in writing and meaning. The result of this, mostly personal, effort is a robust database with fairly accurate data concerning the classification of books containing the largest (virtual) library in the world.

3.2 The dataset and its tags

Data has been collected for the 200 top books during the last week of March. The object of this exercise is to study the differences in tagging by information specialists like librarians.

As we have seen before a number of different groups exist. The group which is of special interest to this thesis is Librarians Who LibraryThing, which describes itself as welcoming “librarians, catalogers, archivists, students... or anyone else who wants to talk about metadata, tagging, FRBR, library 2.0, social software, cataloging, and, of course, LibraryThing!” I believe it

---

1 In order to avoid too much overlap I have left out those books that were from the same series. The top 5 books for instance are all from the Harry Potter series.
2 [http://www.librarything.com/groups/librarianswholibrar](http://www.librarything.com/groups/librarianswholibrar)
relatively safe to assume that, if not everybody, most people who belong to
this group are in some way professionally affiliated with classification efforts.

On the Zeitgeist page an overview is given of a number of statistics
concerning the users and the available resources. One of the categories is
“top books”\(^1\), which cites the 1000 books and authors most shared by the
members of LT. The site’s founder, Tim Spalding, graciously provided a php
script which allowed me to extract aggregated data per book. This
information was presented in the following form:

- **Total tags**
  - Librarians: # of tags
  - Non-librarians: # of tags

- **Librarian tagging**
  - Tag\(_1\): # of tags
  - ...
  - Tag\(_n\): # of tags

- **Non-librarian tagging**
  - Tag\(_1\): # of tags
  - ...
  - Tag\(_n\): # of tags

This gives an overview of the different tags used per book and per group. The
total number of users that have a given book in their library was added
manually, based on the information provided by the top books page. The
total population of users for these books is 1 231 385 users. The maximum
number of users for a resource was 24 861,\(^{ii}\) the minimum 3985,\(^{iii}\) with an
average of 6187, 86 users per book.

For these 200 books 76 810 unique tags have been applied. Librarians have
used 13 503 different tags, non-librarians 70 853. As you can see an overlap
exists 7545 tags exists. Thus, roughly half of the tags used by librarians

---
\(^{ii}\) J.K. Rolling’s *Harry Potter and the Sorcerer’s Stone*
\(^{iii}\) A.S. Byatt’s *Possession : a romance*
were also used by non-librarians. These tags were used more than once for different resources.

The total number of tags in the study was 1,292,111. The maximum comprised 26,843 tags, the minimum 2,381, with an average of 6,518, 26. The group of librarians has contributed 126,467 tags, or 9.79%, with a maximum of 2,898, a minimum of 226 and an average of 6,525.5. The non-librarians took up 1,147,278 tags, or 88.79%.i Their maximum was 23,945, the minimum 2,104, with an average of 5,865.71.

Upon closer inspection the smaller group of librarians resembles the larger group, given the general frequency distribution of applied tags. An overwhelming amount of tags (76.03%) have been used only once in both groups. The effect of a Power Law,ii or Long Tail,iii is apparent. A limited number of tags constitute a large part of the tag space. This can be illustrated with the distribution of tags in the number one shared book in LT, *Harry Potter and the Sorcerer’s Stone*, in the next figures.

In both cases the highest number of applied tags drops rapidly. 24,861 users have tagged this resource 26,843 times (5,776 and 23,945 times by librarians and non-librarians respectively). For this book it took less than 250 keywords to arrive at the tags used less than ten times.iii In more general terms, 257,313 tags (76.03%) have only been used once by the users

---

i A small group of users did not tag their resources. This accounts for the remaining 1.42%.

ii Also called Zipf's Law and Pareto distribution, depending on the discipline.

iii Librarians: 32; Non-librarians: 198
of our dataset. Tags that have been used twice amount to 33,616 (9.93%). Going up the ladder of increasing tag usage, their total numbers drop quickly. From tags that have been used only six times until the highest frequencies account for less than 1% of all unique tags. This means that three quarters of the tags are only used by one person. We could argue that they, in effect, contribute little to the community as a whole. The story is a bit more complicated though.

![Figure 14: Distribution of a sample of the “fiction” tag space](image)

The most used tag is “fiction” (48 times), followed by “Fiction” (46 times). As you can see, focusing on each tag as a unique keyword does not tell the whole story. By doing a simple query, in which upper and lower case letters are ignored, the frequency increases to 124. By including all the multiple word tags that contain the word “fiction” we get a total of 1802 tags with a frequency distribution of 4158. Within this limited set, the same Power Law is applicable.

As we have seen in figure 11 there is the possibility of combining tags (and authors and books as well). This feature is only available to the paid for accounts. There is even a dedicated group called Combiners! The object here here is to combine tags that are identical both in meaning and in use. “In general, tags should be combined only if they ALWAYS overlap in meaning,

1 [http://www.librarything.com/groups/combiners](http://www.librarything.com/groups/combiners)
not if they CAN overlap. For instance, combining "world war 2" with "world war ii" is good; combining "science fiction" with "SF" is not good, since other people use SF to mean "San Francisco" (or something else entirely). Combining acronyms with non-acronyms should be avoided in general."\(^n\) In this way the typical problems related to spelling are partially alleviated. When searching for the tag ‘utopia’, for instance, books tagged with ‘utopias’, ‘utopian’, ‘utopie’ (Dutch), ‘utopian society’ and ‘utopian_societies’ are also returned.\(^i\) Because this system is based entirely on the input of LT members, it is not perfect. ‘YA’ is generally accepted as being an abbreviation of young-adult fiction. In LT it is not combined with anything.\(^ii\) Probably this is because of the possibility that it might mean something else (Yorkshire Accent?). ‘Young adult’ is combined with all the variations on its spelling, but not with ‘young adult fiction’.\(^iv\) Here the question can arise if the term relates to the type of fiction or to the protagonists of the story. Finally, ‘young adult fiction’ does combine works tagged with, amongst others, ‘youngadultfiction’, ‘ya fiction’, ‘Fiction/YA’, ‘Fiction: young adult’.\(^v\) Despite this imperfection, the the accuracy of the search results is enhanced dramatically thanks to the work of a group of dedicated volunteers. The abundance of tags that have been used only once in general adds a lot of noise to folksonomies. In LT the noise has been reduced to a certain extent by providing a feature that has the ability to leverage the power of its community. Nevertheless, a significant part of the one time tags that should be combined with others, might escape scrutiny. The power of a folksonomy lays in the fact that the “bad” tags do not have to interfere with the “good” ones. The large number of people tagging on LT ensures that (most) works will not be lost in obscurity. Furthermore, low frequency tags which are purely idiosyncratic can be very useful for the person using them, without them laying a burden on the rest of the community.

\(^ii\) [http://www.librarything.com/tag/utopia](http://www.librarything.com/tag/utopia)
\(^iii\) [http://www.librarything.com/tag/ya](http://www.librarything.com/tag/ya)
\(^iv\) [http://www.librarything.com/tag/young+adult](http://www.librarything.com/tag/young+adult)
\(^v\) [http://www.librarything.com/tag/Young+Adult+Fiction](http://www.librarything.com/tag/Young+Adult+Fiction)
3.3 Functions

In *The structure of collaborative tagging systems* Golder and Huberman have investigated what kinds of distinctions can be made between tags based on their function. Based on their findings they have defined seven categories:

1. Identifying What (or Who) it is About.
2. Identifying What it Is.
3. Identifying Who Owns It.
4. Refining Categories.
5. Identifying Qualities or Characteristics.
7. Task Organizing.

These categories seem to be applicable to LT as well. Given the limited time and the amount of available tags, it was not possible to make an exhaustive list of possible terms. Therefore analysis was done on a sample of keywords taken from the individual books’ tagclouds. These will be discussed in the next paragraphs:

“**Identifying What (or Who) it is About.** Overwhelmingly, tags identify the topics of bookmarked items. These items include common nouns of many levels of specificity, as well as many proper nouns, in the case of content discussing people or organizations.”

For this category, analysis was done on a query of about 500 keywords (and their variations) of the first 50 books. These included the elements out of the titles and terms like “jesus”, “christianity”, “big brother”, “psychology”, “freedom”, “growing up”, “gender”, “solitude”, as well as names of characters and the countries or regions where the actions take place. This search resulted in a return of 104,306 applied tags, or 17,56% of the total frequency of 518,945 tags. When differentiating between librarians and non-librarians the percentages vary slightly, 21,36% and 17,53% respectively.

“**Identifying What it Is.** Tags can identify what kind of thing a bookmarked item is, in addition to what it is about. For example, *article, blog* and *book.*”

Within LT it is pretty obvious that nearly all of the tagged content consists of
books. However, the proposed rule is applicable. Against all odds, the tag “book” on its own occurs 398 times (0,12%) in the sample. Books come in different physical carriers, so the query was widened to include soft and hard covers, paper and hard backs, and e-books. A further distinction can be made on the basis of its purported function using the following terms: “fiction, “non-fiction”, “textbook”, “picture book”, “series”, “novel”, “play”, and “poetry”. And finally, audio books and film adaptations were taken into account by adding “video”, “DVD”, and “CD”. This adds up to a frequency of 23,85% (with a difference of 2,31% between the two groups).

“Identifying Who Owns It. Some bookmarks are tagged according to who owns or created the bookmarked content. …”22 The owners of the saved content are of course the authors of the books (or their publishing company). This does not seem to be that relevant. Less than 3% of the tags contain the names of authors. It is not particularly useful to add this information, since the system in itself keeps a record of the author’s name, the title, and ISBN numbers.

“Refining Categories. Some tags do not seem to stand alone and, rather than establish categories themselves, refine or qualify existing categories. Numbers, especially round numbers (e.g. 25, 100), can perform this function.”23 In this sense tags like “Youth Author”, “juvenile fiction”, “urban fantasy”, “classics”, “short stories”, and “thriller” are used in the above mentioned way. A query on 31 of these types of tags (and their variations) amounts up to 27,93%. The highest frequencies are noted in the variations on the term “literature” (6,21%), “classic” (excluding literature, 5,06%), “fantasy” (4,32%) and to a lesser extent “science fiction” (2,05%). Refining categories by using numbers only makes up 0,07% of the whole, which implies that it is not deemed all that important. Its relevance is a little bit higher for librarians (0,22%) than for non-librarians (0,06%), but at heart that doesn’t change that much.

“Identifying Qualities or Characteristics. Adjectives such as scary, funny, stupid, inspirational tag bookmarks according to the tagger’s opinion of the content.”24 Based on my own judgment and by scanning the tags in the
database, 32 terms were selected to query this category. These included “best”, “great”, “loved”, “hated”, “cool”, “fun”, “overrated”, “crap”, “hilarious”, “no cover”, “insight”, “signed”, and “illustrated”. Although it is hard to define the array of possible preferences users might have to express their feelings I believe that a large part is covered by the used terms. The result is rather disappointing. Less than 2% of the dataset is covered by this category. The highest ranked term is “favorite” (0,55%), followed by a steep drop to “edition” (0,17%).

“Self Reference. Tags beginning with my, like mystuff and mycomments identify content in terms of its relation to the tagger.” Tags beginning with “my” do not seem to be that important when describing books in LT (0,15%). The concept of ownership of the physical resource, i.e. the actual book, is expressed by the term “own” (1,47%) or by the owner’s name if he is not the holder of the LT account. The exact number of names is difficult to ascertain as this would need to be done by comparing the dataset with every possible known name, while excluding character names from the books in question. The analysis for this category was done based on 22 terms, containing the words “wishlist”, “room”, “box”, “shelf”, “library”, “borrow”, “gift”, and “acquired”. An additional search was done on variations of letters of the alphabet. The total amount of tags are 54 986 (4,65%), which implies that this category is significant. The most important group seems to be tags related to the physical location of the book (1,51%), exemplified by terms like “location”, “@home”, “at mom’s”, and “box”.

“Task Organizing. When collecting information related to performing a task, that information might be tagged according to that task, in order to group that information together. Examples include toread, jobsearch.” The total amount of tags related to task organizing takes up 5,96% of the dataset. Terms like like “read”, “tbr”, “r:date” “review”, “buy” and “finished” were investigated. Unsurprisingly, the tags related to reading (“read”, “unread”, “to be read”, etc.) take up most of the tags within this category (5,64%).

The percentages mentioned need to be taken with a grain of salt, since it is hard to know to what extent the sample is completely representative.
Nevertheless, percentages of 5 and 20 to 30 can be deemed relevant. In summary, the categories \textit{what is}, \textit{what it is about} and \textit{refining categories} account for ±70\% of the tags. \textit{Task organizing} only makes up ±7\%, but I do believe that this number belies its importance. Tags that are intended for organization of tasks and time management are bound to have a transitory nature. Once a book is read, it makes no sense to keep the related tag “to be read”. Those that give information about the year of reading will probably endure longer. In the \textit{common knowledge} pane of the \textit{details} subtab of a book it is possible, by clicking on edit, to tick off “to read”. To find books where this is added, the user needs to go to the \textit{common knowledge} page, which can be found through a small font link at the bottom of each page, and search for these words. Unfortunately everybody who has added this subsequently shows up in the search result. As far as I can tell it is not possible to refine your search in order to include only a specific user (at the time of writing). It is doubtful that this function can take the place of the easy method of just searching your own tags. A function like the one in the academic paper bookmarking site CiteUlike.org\textsuperscript{1} might be a useful addition of functionality. CiteUlike allows users to add a priority level to the papers being bookmarked, ranging from “I don’t really want to read it” to “Top priority!”.Sen et. al. have examined the factors that influence the way people choose tags and to which degree community members share a vocabulary.\textsuperscript{27} To conduct their experiment, tagging features were added to a movie recommendation site.\textsuperscript{ii} They have adapted the seven categories presented by Golder and Huberman and collapsed them into three broader classes. \textit{Factual tags} identify “facts”, such as people, places, or concepts (\textit{what it is, what it is about, refining categories}). \textit{Subjective tags} express user opinions (\textit{characteristics or qualities}). \textit{Personal tags} have as intended audience the tag appliers themselves (\textit{who owns,} \textsuperscript{iii} \textit{self reference, task organization}). The final

\textsuperscript{1} \url{http://www.citeulike.org/}
\textsuperscript{ii} \url{http://www.movielens.org/}
\textsuperscript{iii} The others assume that users will claim ownership of certain bookmarked URL’s. In LT this cannot be the case since the owner of the intellectual content is clearly the author of the book in question.
The distribution of tags across these classes was 63% factual, 29% subjective, 3% personal and 5% unknown. The analysis of LT is consistent with these findings in the sense that the majority of tags pertain to information about the resource in question, rather than being used for strictly personal comments. The whole point of using any classification system is to find things again. So it is not illogical that, on a whole, the system doesn’t get cluttered with tags that are not particularly useful. Even if tags are only used for personal gain, the user will not search very often on terms representing an opinion. Adding opinions in the form of tags can either be done as an emotional reaction to the content, or with the community in mind. If someone is browsing through your personal library, he can see which tags you have added to your books. The first attempt at a search however will be done on the search tab. On the other hand, it is possible to add someone’s library to your private watchlist. Under the your profile tab you can find the subtab connections. By clicking on your private watchlist a list of recently added books of the libraries on this list is generated. However, there are other ways to express an opinion about a book which are far more effective and with which you can reach a larger audience than adding personal tags. For every book it is possible to make a review. Some of these are quite lengthy and detailed, others are short and emotional. Anyone who wants to know whether he would like a particular book is more likely to read these comments rather than sift through personal libraries looking for tags. On the Thingology blog Tim Spalding has described the Long Tail of Ann Coulter’s Godless: the church of liberalism. Ann Coulter is an American conservative, right-wing political commentator, known for her controversial points of view. Needless to say that she has an equal amount of avid followers and people who hate everything she does. Apparently this is very much reflected in the tags on Amazon with such terms as 'hateful', 'propaganda', 'the truth', and 'brilliant intellect'. “In LT the same Long Tail is visible, with the significant difference that it has a fairly unremarkable tag cloud, touching on its subject matter and point of view, on Amazon, the tagging has devolved into a shouting match. I don't think the people who tagged the book "asshat," "vomit" or "w h o r e" are using tagging as a
memory aid ("I forget—what books did I think are 'asshat' anyway?"). They're using tagging as a sort of drive-by review. Now, a case can be made that Amazon's tags are signaling something important—this is a "controversial" book indeed! The LibraryThing tag cloud doesn't show that as starkly. On balance, however, I think opinion tags corrupt the value of tagging."

In LT this drive-by reviewing is not very prominent. In the end of the Long Tail tags can be found which are only useful by the tagger in question because of their idiosyncratic nature. A certain number of them are still of use to the community thanks to the combining feature. Others are mainly used as memory aids e.g. location tags.

The functions of tags in LT can be divided largely into two groups. They are either used for subject analysis or for practical purposes. The first group is represented by categories 1, 2 and 4 of Golder and Huberman, while the latter is represented by categories 6 and 7. Intellectual ownership does not figure prominently since this kind of information is already supplied by the system. The attribution of characteristics is not predominantly present, probably because there are other ways of expressing certain sentiments.

3.4 Information value

The question remains what the information value of tags concerning the aboutness of the resources is. The term information value is used here as being “the information conveyed by the natural language term used in the tag and how this makes the tag useful for retrieval of and distinction between resources or not.” To understand how well tags fare in terms of subject analysis, a comparison was made with the subject headings assigned to each book. Subject headings in LibraryThing are based on the library data LT extracts from the different sources mentioned above. A large part will probably come from the Library of Congress Subject Headings, but other systems (mostly English, e.g. Sears, but also other languages) are present as well. Subject headings are available for books for which data has been derived from library catalogs, making their coverage narrower than that of
Subject headings are very useful when browsing a certain subject area. For instance, “under the tag for 'civil war’ is a haphazard collection of books. The [LibraryThing] subject page for 'United States > History > Civil War, 1861-1865’, on the other hand, provides a list of subdivisions, giving you the ability to do more educated browsing.” Moreover, “the ordered structure of subject headings gives added meaning. ‘History > Philosophy’ is very different from ‘Philosophy > History’ - a distinction that isn’t necessarily apparent when searching ‘history’ or ‘philosophy’ separately as tags.”

Terms from subject headings have the advantage of eliminating ambiguity concerning their meaning. They also make the relationships with related and combined concepts. When the searcher is not yet familiar with the subject area, the hierarchy can help provide a certain insight into the matter.

The application of subject headings to books is done by humans. Therefore the system is not infallible. Spalding gives the example of where the classification of the Library of Congress Subject Headings (LCSH) went wrong. Lisa Carey’s novel *Love in the asylum* i has as a subject heading ‘Alcoholics > Fiction’. The work does not in fact have a lot to say about alcoholics. It does talk about Native Americans, which is nowhere to be seen in the LCSH. The LT tag cloud does not mention alcoholics or alcoholism, but does mention Native Americans. He also shows that certain categories that exist in LT and not in LCSH are as real as any official category. The rigidity of the existing classification and categorization systems prevents them to include new or emerging classes in a flexible manner. William Gibson’s *Neuromancer* ii has as headings ‘Business Intelligence > Fiction’, ‘Information highway > Fiction’ or simply ‘Science Fiction’. iii Connoisseurs of Science Fiction however know that this is a classic example of the sub-genre

---

3. And curiously enough ‘Nervous system > Wounds and injuries > Fiction’.
Cyberpunk. Unsurprisingly in LT it is the book tagged the most with this term.\textsuperscript{33} This shows that collaborative tagging can add value as a classification system. Cyberpunk is no less a very real category than any other officially sanctioned term. Tags create a certain amount of noise in the system. The sheer amount of users tagging certain content counteracts this problem by creating a consensus concerning the aboutness of a given resource.

There exists a certain overlap between tags and subject headings. When comparing them, the hierarchical relationships between the subject headings get lost in translation (so to speak). Although multiple word tags are allowed in LT, an exact comparison would not generate many results if the classes with their subclasses attached would be taken into account. No one in the sample uses the form ‘Family life > New England > Fiction’, nor the more commonly used ‘Family life -- New England -- Fiction’. The available subject headings in LT associated with the sampled books were “normalized” in order to make them useful. Associated terms were split up. If we take the example above for instance, the terms ‘family life’, ‘New England’ and ‘fiction’ would be compared with the tags in the dataset. Upper and lower cases were eliminated, as were differences in plurals and singulars. In the sample of LT data this accounts for 36\% of the tags being equal to the associated subject headings. Because the term ‘fiction’ is the most used tag the result is somewhat distorted. After disregarding this tag, the percentage drops to 21.24\%. In both cases there were no really significant differences between the group of librarians and of the non-librarians. The librarians’ tags exhibited a slightly larger overlap than the others (23.37\% versus 21\%). These tentative results correspond more or less to the findings of the steve.museum project.\textsuperscript{ii} Steve was founded in 2005 to address the problems faced by art museums concerning access to their online collections. Their websites knew a growing number of visitors. Yet, these visitors had trouble navigating the digital collections. At the root lay a semantic gap between the

\begin{itemize}
  \item \textsuperscript{i} \url{http://www.librarything.com/tag/cyberpunk}: Style of science fiction with a focus on advanced science “coupled with a degree of breakdown or radical change in the social order.”\textit{Cyberpunk}, In: Wikipedia, \url{http://en.wikipedia.org/wiki/Cyberpunk}, 12 July 2008
  \item \textsuperscript{ii} \url{http://www.steve.museum/}
\end{itemize}
formal descriptions, assigned by art historians and other specialists, and the vernacular language used by the general public for searching the database.\textsuperscript{34} Jennifer Trant has noted that at least 70\% of the tags submitted by regular users of the system (after elimination of misspellings and errant terms) were not in the taxonomy (going up to 90\% for the top four most tagged works).\textsuperscript{35} Vanderwal has come to similar conclusions in his discussions with his clients. They have found that 30 to 70\% of the terms used in tagging are not represented in their taxonomies.\textsuperscript{36}

The 21\% mentioned above was derived from a direct comparison between the separated subject headings and tags per book. The tags for a given book were retained when these matched the subject headings. Subsequently, the total frequency of the times these tags were applied to the resource was counted and then aggregated. The entire dataset was taken into account. Therefore all the misspellings and idiosyncrasies of individual users were still present. Given the limited time for this research, it was not possible to correct these. However, in an attempt to eliminate a significant part a large number of tags were taken out of the equation. Since LT does not have a function that suggests spelling corrections, nor tags used previously by the same or other users, it is doubtful that \textit{des fautes de frappes} are perpetuated. It is likely then that they will have low frequency count. Although personal tags will be used more often, most of them will not be shared by the larger community. Here, again, a low frequency can count can be expected. Following this reasoning, an arbitrary drop-off point was established, i.e. all tags with a frequency lower than 10. When the comparison is made again between subjects and tags, the percentage rises to 47,34. The difference between librarians and non librarians becomes slightly bigger than before. The conformance to subject headings rises to 55,12\% in the group of librarians, while the non-librarians stay closer to the total percentage (47,36\%).

The subject headings above were taken from the LT site itself. The correctness of this automatic extraction is hard to ascertain without having access to the raw data. Therefore the scope of the research was narrowed
down. The same comparison was made based only on the Library of Congress Subject Headings (LCSH). For every book the associated Subject Headings were taken manually from the Library of Congress’ online catalog.\(^1\) Every book in the online catalog is accompanied by a subject description, containing subject headings, classification numbers and in many cases one or more genres. As expected, an exact comparison between the full LCSH strings, as described above, yields very little result (1,41\%). The same goes for the genre descriptions (1,10\%).\(^ii\) When the strings are split up into separate keywords and combine the result with LCSH and genre descriptions we get a coverage of 8,43\%. Here as well, the group of librarians’ conformance is higher (10,64\%) than that of the non-librarians (8,18\%). When we drop the tags with a frequency count below 10, this percentage rises to 13,14\%. The difference between the two groups becomes significantly higher however. The librarians then account for 22,81\%, while the non-librarians only take up 12,52\%.

These findings indicate that the terms used as subject headings only conform to a very limited amount of the terms used in a natural language system such as the folksonomy of LibraryThing. The conformance within Librarians who LibraryThing is relatively higher. The difference, however, is not as great as one would expect. A possible explanation is that when the professional becomes the user he will act as one, interpreting the resource according to this level.

Subject headings are supposed to be a reliable, standardized way of defining what a book is about, with the intent of optimizing findability and retrieval. In a (relatively) direct comparison, the terms in the LT folksonomy only coincide with these in a limited way. Although tagging is used for a variety of functions, it is still aimed at organizing things. When searching on tags, the books are returned that have been tagged the most with that particular term. High frequency tags reflect a consensus within the user community concerning the aboutness of a resource. As in most collaborative tagging

\(^1\) \url{http://catalog.loc.gov/} \\
\(^ii\) 2,31\% when the lower frequencies are disregarded for the LCSH, 1,64\% for the genres.
sites, LT displays tags in a cloud. The relative size of a tag indicates its frequency. Each book has its own tagcloud. By default those which have been used most are shown (although it is possible to click through to see all the tags). How well the top tags represent the aboutness of particular documents as compared to LCSH is another question. Simply put: it depends. In some cases they are equivalent, in other they both contribute something in terms of understanding and retrieval possibilities. At times tags are better suited for subject analysis thanks to the personal relationship of the tagger with the resource, yet sometimes they can be wildly incorrect. A few examples might clarify.

The most shared book in LT is J.K. Rowling’s *Harry Potter and the Sorcerer’s Stone*. The quality of tags and the LCSH are nearly equivalent in terms of a correct subject analysis.

![LibraryThing tagcloud](image)

<table>
<thead>
<tr>
<th>LibraryThing tagcloud</th>
<th>LCSH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>adventure</strong> (205) <strong>boarding school</strong> (125) british (266) boys (477) children’s (937) children’s books (70) children’s fiction (185) children’s literature (426) <strong>England</strong> (208) english (70) fantasy (5,088) favorite (73) favorites (69) fiction (3,383) French (69) friendship (88) hardcover (82) <strong>harry potter</strong> (2,218) Hogwarts (168) hp (120) j.k. rowling (92) juvenile (134) juvenile fiction (73) kids (117) latin (120) literature (61) magic (1,403) movie (86) mystery (88) novel (290) own (268) owned (78) paperback (106) potter (88) read (671) rowling (131) school (168) series (600) Witchcraft (67) witches (202) wizardry (91) wizards (668) ya (370) young adult (769) youth</td>
<td>Wizards --Juvenile fiction. Magic --Juvenile fiction. Hogwarts School of Witchcraft and Wizardry (Imaginary place) --Juvenile fiction. Schools --Juvenile fiction. Wizards --Fiction. Magic --Fiction. Schools --Fiction. England --Juvenile fiction. England --Fiction.</td>
</tr>
</tbody>
</table>

Figure 15: *Harry Potter & The Sorcerer’s Stone*’s tagcloud and subject headings
The book is about the adventures of Harry Potter, a new student at a school for magic in England. This is the first book (American edition) in 6 of the highly popular series of fantasy books. The subject headings situate the contents within the realm of magical schools in England and denote is fiction, more specifically juvenile fiction. The LT tagcloud does more or less the same. Juvenile fiction is being replaced by the tags “children’s literature”, “children’s books”, “ya” and “young adult”, but the effect is roughly the same. An extra dimension is being added though with the terms “adventure” and “fantasy”. The subject heading “schools” and “wizards” are elaborated upon with the tags “boarding school”, “witches”, “wizardry”, and “witchcraft”. On the other hand the more complete “Hogwarts School of Witchcraft and Wizardry (Imaginary place)” has been abbreviated to simply “Hogwarts”. On the whole, this means that the tagcloud gives a slightly more complete view of what the well known bestseller is about, but only slightly.

For J.R.R. Tolkien’s *The Fellowship of the Ring* the tagcloud is clearly more comprehensive.

![LibraryThing tagcloud and LCSH](http://www.librarything.com/work/3203347)

Figure 16: *The Fellowship of the Ring*’s tagcloud and subject headings

---

This is the first book in the *Lord of the Rings* trilogy, which tells the epic tale of a war between good and evil in an imaginary past of our planet, called Middle Earth. Before the arrival of humans, the land was already populated by other races, such as elves, dwarves, hobbits, wizards and the evil orcs. The tagcloud shows the same elements as the subject headings, i.e. one of the main protagonists of the story, the geographical setting and a genre description. Besides this, it acknowledges the existence of the other races mentioned above, and the fact that it is an epic tale with its own mythology.\(^1\) A refinement of the genre is also provided by the terms “high fantasy” and “epic fantasy”, which is specific to works set in alternate realities. The fact that the book is a part of a series is also emphasized by the tags “lord of the rings” and “trilogy”. An extra piece of information can be found in the term “Inklings”. The Inklings was an informal literary discussion group from Oxford. Between the early 1930’s and the early 1960’s writers such as Tolkien, C.S. Lewis, Owen Barfield, Charles Williams and others met at a regular basis to listen to each others’ unfinished works and to have literary discussions. For readers who are interested in the books of Tolkien and would like to read more of likeminded individuals, this particular tag could provide the starting point for an exciting literary journey. It has another function than that of subject headings however. Regardless, in this case the tagcloud is more complete in terms of subject analysis than the LCSH.

The situation is reversed for Charlotte Bronte’s *Jane Eyre*.\(^2\) The book describes the life of a plain-faced, intelligent English orphan, who becomes a governess later in life and ends marrying her employer. She aspires to more in life than what is traditionally accorded to her sex in Victorian society. It tells the story of a “heroine ... whose virtuous integrity, keen intellect, and tireless perseverance broke through class barriers to win equal stature with the man she loved.”\(^3\) The LCSH captures (nearly) all the elements of the story. The same cannot be said for the tagcloud. The top tags capture the

---

\(^1\) although the term “mythopoeia” would have been more appropriate.  
\(^2\) [http://www.librarything.com/work/2204](http://www.librarything.com/work/2204)  
fact that it is a love story situated in England, with a governess as main character.

<table>
<thead>
<tr>
<th>LibraryThing tagcloud</th>
<th>LCSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001(56) 1001 books(29) 19th century(357) Britain(26)</td>
<td>Governesses --Fiction</td>
</tr>
<tr>
<td>british(316) british literature(230) bronte(201)</td>
<td>Fathers and daughters --Fiction.</td>
</tr>
<tr>
<td>charlotte bronte(71) classic(1,105) classic fiction(79)</td>
<td>Mentally ill women --Fiction.</td>
</tr>
<tr>
<td>literature(87) Classics(742) coming of age(41)</td>
<td>Charity-schools --Fiction.</td>
</tr>
<tr>
<td>England(236) english(144) english literature(197)</td>
<td>Married people --Fiction.</td>
</tr>
<tr>
<td>governess(137) Historical(45) historical fiction(51) jane eyre(36)</td>
<td>Young women --Fiction.</td>
</tr>
<tr>
<td>Literature(450) love(112) mystery(40)</td>
<td>Orphans --Fiction.</td>
</tr>
<tr>
<td>read(262) romance(465) school(27) thr(43) Unread(107)</td>
<td>Bildungsromans. gsafd</td>
</tr>
<tr>
<td>Victorian(272) Victorian Literature(37) women(102) women writers</td>
<td>Love stories. gsafd</td>
</tr>
</tbody>
</table>

Figure 17: *Jane Eyre*’s tagcloud and subject headings

It does however leave out a lot of other things, including emphasis on the coming-of-age of the heroine, captured by LCSH as “bildungsromans”. The cloud is also cluttered by several synonyms, which is a typical problem of folksonomies. Nevertheless, a few concepts are introduced that are useful. These include the era of writing (“Victorian”, “Literature/19th century”) and certain style elements (“gothic”). Overall, the subject headings seem to give a better representation of the book’s contents.

To reiterate: depending on the specific book tags or subject headings are better suited for subject analysis. Whatever the case, when enough people tag a resource, manifestly wrong terms are generally filtered out. Although the LT folksonomy does not always capture all the relevant terms that can be attributed to a resource, they practically always add at least one element

---

1 Gothic fiction as a genre combines elements of horror and romance.
(broader, narrower or related term; or a missing concept) that is absent in the subject headings.

An analysis of the tagclouds alone is not sufficient to understand how well LT fares in terms of subject analysis. As mentioned before, the problem associated with plurals, spelling differences, and ambiguity in meaning are in part smoothed out by the efforts of the community. This means that tagclouds actually hide the precision of LT’s descriptors. On the other hand, that’s not what a tagcloud is used for in most cases. Sinclair and Cardew-Hall have shown that where an information-seeking task requires specific information, users prefer a search interface. Conversely, when the task is more general a tagcloud is preferred.37 In other words, tagclouds are useful when the searcher just wants to get a general feel of a subject. When she gets more knowledgeable the search boxes will be used. From this we can conclude that a tagcloud will give an overall visual impression of what a resource is about with the added bonus of aiding serendipity, as opposed to providing an accurate subject description.

To get a better idea of the added value of tags, high frequency tags together with their variations were compared to LCSH per book. Because of time constraints and the sheer size of the dataset, half of the resources (in terms of their frequency) were taken into consideration. For this restricted set 286 LC subject headings and 99 genre descriptions were found. A total of 318 terms were found in the top tags which did not appear in the LCSH. For the sake of clarity synonyms and terms with an almost identical meaning or intention were left out. The “unweighted” number was significantly higher. The terms represent concepts with varying depth. Some can be seen as narrower or related terms of LCSH,i others as terms that weren’t considered. A small, yet significant, amount comprise neologisms and concepts that exist within a subculture of fans, which have not yet found their way into the official canon of standardized controlled vocabularies, such as “cyberpunk”ii,

---

i E.g. “speculative fiction”, “high fantasy”, “magical realism”
ii “Cyberpunk culture” does exist as subject heading in the LoC catalog. It only yields 6 results (which do not include the classic example Neuromancer) as opposed to 9709 hits in LT.
“steampunk”\textsuperscript{1} and “paranormal romance”\textsuperscript{2}. These supplementary descriptors are relevant to subject analysis in that they enlarge the ways users can search a bibliographic database. To get the most out of a search query, a combination of the traditional tools library science has to offer and a social cataloging system, which has acquired critical mass, seems optimal.

4. What does it all mean?

In LibraryThing the different functions tags can have are very similar to those in other folksonomies. The notable difference is that they are mostly aimed at practical aspects instead of more emotive ones. In short, LT tags serve as retrieval aids and management tools.

In terms of information value, collaborative tagging provides a rich semantic means for categorization. When compared to traditional bibliographic systems, the LibraryThing folksonomy should not be seen as an alternative, but rather as a supplement. Descriptors ascribed by intermediaries are on a whole, fairly accurate in their subject analysis, yet not always complete. In general tags in LT are relatively accurate as well, but quite often on a different level. Sometimes they add refining or broader terms, at other times they introduce new or supplementary concepts.

Folksonomies are closer to new developments in new terminology and exhibit a greater and richer variety in terms. At the same time they are also plagued by this variety. A large part of the terms in the system can be considered to be clutter when it comes to subject analysis. Despite this particular drawback, the LT folksonomy has its benefits. To fully profit from these, a joining of forces is the best solution. Peter Morville cites in this context the concept of pace layering. He argues that society as a whole is constructed of

\begin{itemize}
  \item \textsuperscript{1} A subgenre of fantasy, denoting “works set in an era or world where steam power is still widely used—usually the 19th century, and often set in Victorian era England—but with prominent elements of either science fiction or fantasy, such as fictional technological inventions ... or real technological developments like the computer occurring at an earlier date.” \textit{Steampunk}. In: \textit{Wikipedia}, \url{http://en.wikipedia.org/wiki/Steampunk}, 11 August 2008
  \item \textsuperscript{2} A subgenre of the romance novel concerning love stories in paranormal settings and/or between different humanoid species. \url{http://en.wikipedia.org/wiki/Paranormal_romance}, 11 August 2008
\end{itemize}
several layers, each with a unique and suitable rate of change. “The slow layers provide stability. The fast layers drive innovation. ... In this discussion of metadata, the potential for a unifying architecture is self-evident. ... standards create a powerful, enduring foundation. ... the fast-moving, fashionable folksonomies sit on top: flexible, adaptable, and responsive to user feedback. And over time, the lessons learned at the top are passed down ... This is the future of findability and sociosemantic navigation: a rich tapestry of words and code that builds upon the strange connections between people and content and metadata.”

Lambe translates this as working towards an array of knowledge infrastructure tools. Folksonomies provide the benefit of low design and low costs, while ontologies have the advantage of high precision and low ambiguity. Taxonomies cover the middle ground, attempting to balance design with discovery and precision with serendipity.

It has become clear that the different levels of interpretation of a document don’t intermesh very often. Intermediary generated metadata is rooted in the professional environment of indexers and catalogers. User generated metadata takes its cue from the personal experiences and needs of the user in question; and, to a lesser extent, coupled with a certain exposure to the community. The results of this research point in the direction of a clear scission between the two groups. The group of professionals in the field of information science don’t really differ all that much from the larger community. It would seem that once the librarian becomes the user, she will act as a user and less as a professional cataloger. This is in accordance with the concept of the different layers within society. Every person also has different layers, different identities (e.g. mother/father, indexer, musician, child, etc.). It would be good for the catalogers who make use of a site such as LT to remember the potential lessons they have learned from being a user when they return to the workplace. Better yet, social cataloging sites should be used to drive changes, adaptations and updates of the stable layer of taxonomies. The first steps in this direction have already been taken with
LibraryThing for Libraries. It is essentially a series of widgets designed to enhance library catalogs with LT data and functionality, such as book recommendations, tag browsing and links to other editions and translations.

Conclusion

The effect of ICT on society has been profound in many ways. Amongst other things, it has drastically increased the speed of data creation, a process that was set in motion in the 20th century. Large amounts of data and information can be beneficial only if they can be accessed properly. There are many ways information can be organized. Traditionally, classifications were invented and elaborated upon within the realm of libraries. The underlying structure is based on the worldview, and the place of knowledge therein, of the creator. Rigid, all encompassing structures are the result. They need experts to build and maintain them, and are thus cost and labor intensive. When defining the aboutness of a document, the view (level of interpretation) of the intermediary is represented with the intent of being universal and suited for user searches. These practices are firmly rooted in the physical world. Like subjects must be placed together because the physical world demands that the objects (books) can only be in one place. Unfortunately, sometimes it is possible that an object has many subjects. In the digital world however, such distinctions are less important. Objects can be (virtually) in the same and different places at the same time. Folksonomies allow for personalized views of the information under scrutiny. Instead of following the view of one person, the use of tags permits the creation of a view according to the needs of the moment.

Besides the more philosophical sentiment expressed above, there is also a more practical element to be considered. Retrieval of documents is based on the assigned metadata. Up until recently, metadata was added by intermediaries alone. In many cases it has become nearly impossible to keep up with the flow of information being created. One way of alleviating the problem is (automated) author generated metadata. To this, the idea of user generated metadata has been given a platform through the use of folksonomies.

Collaborative tagging has been researched mainly for web based information. Social bookmarking sites are the paradigmatic examples for folksonomies.
They let users store web links, which allow direct access to the resource’s content. For my research I have chosen data from the social cataloging site LibraryThing. On LibraryThing users can catalog their books. The resources they add and tag are thus not directly accessible. In effect the site can be seen as a virtual library. People can search the database to find books on a topic. To actually acquire and read a book, the searcher still needs to go out and either buy it or go to a physical library. To answer the question if books would be tagged differently a dataset was analyzed. A second question concerned the differences between intermediary and user generated metadata.

First the functions of tags were analyzed according to the categories proposed by Golder and Huberman. They have determined that tags serve seven functions: identifying what it is about, identifying what it is, identifying who owns it, refining categories, identifying qualities or characteristics, self reference, and task organizing. Broadly speaking, the tags in the dataset correspond to these categories. The emphasis lies first on categorization (or the first four categories), and secondly on managing the resources (the last two categories). Identification of qualities does play a certain part in tagging, but is less important than might be expected.

Then, tags were compared to intermediary assigned descriptors in the form of subject headings for their information value. Subject headings were compared directly to tags. Only a small percentage of the tags corresponded to them, implying that tags would yield a significant amount of supplementary concepts. Tags and subject headings were then compared to each other based on their descriptive strength. Although subject headings generally speaking are quite adequate in describing content, it was found that tags added almost the same number of additional terms which would enhance the findability of the resources.

At the same time it was verified whether the professional background of catalogers would be reflected in the way they tag. The gathered data was divided into two groups. A larger group of ‘regular’ users and a group of users who belong to Librarians who LibraryThing were considered. The latter
was taken to consist of users with a background as professional catalogers. The hypothesis was that the wording and concepts used in their professional environment would seep into their tags. As it turns out, this hypothesis was wrong. The Librarians who LibraryThing tended slightly more towards the wording used in the subject headings, but not immensely. When they become users, the level of interpretation of the user dominates their interpretation of the intermediary. It would be wise to take into account the lessons they might learn from observing their own and other people’s tagging behavior when returning to the workplace.

To the question whether a controlled vocabulary or folksonomy is the best method for subject analysis, can only be answered with yes. As in, the combination of both will probably yield the best results. The only problem with a folksonomy is that it needs enough users of the system to even out personal preferences. Once critical mass has been acquired a valuable consensus can be reached concerning the aboutness of a document. To this end, for the English speaking world for now, LibraryThing would make an excellent starting point.
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