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Abstract (English) 

Computer Networking involves some principles that are hard to explain to other people. To make it easier 

to explain some basic concepts, we developed EtherSim. As EtherSim illustrates the working of the MAC 

sublayer of Ethernet, we’ll discuss the most important features of the MAC sublayer of Ethernet and how 

these features are implemented in EtherSim. The program can also be used to illustrate what could go 

wrong if the constraints specified in the IEEE standards are not obeyed. Because EtherSim has been built 

using C#, we compare C# to Java by highlighting the most important differences. As performance is 

always an issue, we also compare the performance of C# to the performance of Java via benchmarking. 
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Abstract (Nederlands) 

Hoewel computer netwerken veel mogelijkheden bieden, zijn een aantal basis concepten moeilijk uit te 

leggen. Daarom hebben we applicatie EtherSim ontwikkeld: deze applicatie illustreert de werking van de 

MAC sublayer in Ethernet. Dit document bevat dan ook een studie van de Ethernet MAC sublayer. 

Daarnaast belichten we ook hoe deze concepten geimplementeerd zijn in EtherSim. Daar EtherSim 

geprogammeerd is in C#, analyseren we ook C# en plaatsen het in een kader ten opzichte van Java. Dit 

wordt in grote mate verwezenlijkt door de verschillen tussen beide programmeertalen te benadrukken. In 

een laatste fase wordt de performantie van C# getoest aan de performantie van Java, z’n direct concurrent, 

via benchmarking. 
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Chapter 1 
Introduction 

The computer was one of the first machines that didn’t help man with hard labor like the plough did, but it 

helped man with a process that was typical for mankind: thinking. Those machines were originally 

developed for calculations, but they quickly evolved and got used for several tasks, such as planning, 

information storage and management in several domains. As computers became more and more popular, 

the need for interconnecting them also grew. The benefits of interconnected computers are legacy: it 

becomes possible to share expensive hardware, access a computer without having to move physically and 

transportation of information could be done completely electronically: Because of the development of 

computer networks, there is nowadays hardly a difference between sending an order for your sandwiches 

to the shop around the corner and sending a copy of a trade contract to the government of Chile. An 

important factor that helped in the evolution of computer networks is entertainment factor. While ten 

years ago computer networks were reserved for business, they found their way into people’s home. This 

has had important implications, such as the development of broadband routers for domestic use. 

Although there are large benefits on computer networks, it may be quite difficult to understand the 

functioning and all the aspects of a computer network. When speaking about computer networks, it is 

desirable to organize the computer networks as a stack of layers (Tanenbaum, 2003, pp. 26-49). Such a 

layer offers some services to the higher layers. The use of layers gives the possibility to make an 

abstraction between the implementation details and its interface. When using these layers, we can state 

that a layer communicates with the same layer on another machine. The rules and assumptions made for 

this communication, also called the protocol, are encapsulated in this layer and thus known by both 

communicating machines. In reality, no layer immediately communicates with the corresponding layer on 

some other machine, but the information to be exchanged is passed to a lower layer. This implies that the 

layers are hierarchically organized. The lowest layer in the hierarchy then places the information to be 

communicated on the physical medium. This physical medium can then transport the information encoded 

as electrical pulses, optical light signals or whatever else that crosses your mind. This encoding on the 

physical medium is not of any importance for the higher layers. The most common used stack of levels 

and protocol, also called network architecture, is the International Standards Organization (ISO) Open 

Systems Interconnection (OSI) reference model. This model was developed by Day and Zimmerman in 

1983 (Day and Zimmerman, 1983) and has been revised by Day in 1995 (Day, 1995). Improvements to 
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the OSI Reference model are still possible, recent work from Bauer B. and Patrick A.S.  added 3 layers to 

the 7 layered OSI reference model (Bauer and Partick, 2004). These three layers are then used for Human-

Computer Interaction.  These extra layers hide the technology for the user, and are quite important in 

recent high tech devices, such as the modern mobile phones. Because these extra layers don’t really 

concern protocols, we don’t consider them any further. The higher layers of the OSI Reference open 

numerous perspectives, but because of their diversity, it is hard to consider them in detail. Each type of 

application such as FTP, HTTP, SMTP and numerous others have their own specifications concerning the 

implementation of the Application Layer. The next layer, the Presentation layer is concerned with the 

semantics of the information transmitted. The concept of Electronic Data Interchange (EDI) middleware 

used in enterprises is located in this layer (Rapaport, 2004). The session layer is especially useful in 

environments where multiple users or processes work on the same item, for example in groupware. It 

concerns access to the items and synchronization. 

The three layers mentioned above can be considered as layers that relate rather to the application 

semantics than to the network technology. The lower layers really consider the network technology. The 

highest of these layers is the Transport Layer. The Transport Layer splits the data to be transmitted into 

pieces and re-assembles the pieces at the other end. The transport layer also determines what type of 

quality of service has to provide: must all parts arrive, may the parts be reordered? The transport layer is 

the lowest layer that has point-to-point communication between the source and destination machine. In 

other layers, intermediate machines may be introduced to establish the communication. 

The next lower layer is the network layer. The major concern of the network layer is routing individual 

packets. In correspondence with routing of packets, the network layer is also responsible for coping with 

congestion or overloaded locations in the network. The most important aspects of quality of service that 

are affected with the network layer are jitter, transit time and delay.  

One level lower in the OSI model, the Data Link Layer is located. This layer splits up the input data 

into frames and transmits these frames. Transmitting a frame considers when and how to put a frame on 

the line. When multiple machines can start transmitting on the same medium, the problem of which 

transmitter can transmit when is controlled by the Medium Access Control (MAC) (Kleinrock and 

Tobagi, 1975, Cited in Tanenbaum, 2003, pp 255-271) sublayer of the Data Link Protocol. This layer is 

discussed in more detail later on and has also been modeled into EtherSim application. 
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The bottom layer in the OSI Reference model is the Physical layer. The Physical Layer is concerned 

with transmitting bits over the communication channel. It concerns the power and frequency needed to 

transmit a particular bit. 

Although a strict separation between the higher discussed layers is not always present in an 

implementation of some network architecture, the distinction can roughly be made for each 

implementation. For example, a bridge covers only the Physical Layer and the MAC sublayer of the data 

link layer, nevertheless it also determines on which outgoing port to forward frames. This obviously is a 

kind of routing, which in fact belong to the networking layer. 

The area of networking has much evolved since the invention of computer networks in the 1970s. Apart 

from higher speeds, such as the evolution from 10Mbps LAN networks to 10Gbps networks, the 

technology itself has also evolved. The medium used to transmit data has evolved from a coaxial cable 

Fig 1: The 7 layers of the OSI Reference model 
Image Source: http://computer.howstuffworks.com/nat3.htm 
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over Unshielded Twisted Pair (UTP) cables to optical fibers and even radio waves. Optical fibers are used 

for high speed networks over longer distances while radio waves are used for wireless networks. While 

changing from coax to optical fiber only asks for changes in the physical layer of the OSI reference 

model, the increase in network speed also induced other problems, such as collision detection in high 

speed LANs. These problems are discussed in detail in Chapter 1. 

The introduction of Wireless LANs on the other hand induced more thorough modifications. It is self-

evident that the use of radio waves asks for another implementation in the Physical Layer. Apart from the 

fact that the bits should be encoded into radio waves instead of electromagnetic or optical signals, the 

encoding scheme should also use a lot more redundancy. This redundancy is necessary because radio 

transmissions are more susceptible to external distortions than transmissions over cables. Because of its 

different nature, Wireless LANs also use another MAC protocol. The IEEE 802.11 standard specifies two 

modes of operation, one with a central polling mechanism, and a distributed solution based on the 

Medium Access with Collision Avoidance for Wireless (MACAW) protocol (IEEE, 1999) (Karn, 1990). 

Associated with the network concepts, a program has been to illustrate the functioning of the MAC 

layer in Ethernet and Fast Ethernet networks. The program, called EtherSim, illustrates the working of 

Ethernet at several speeds, going from some Megabits per second to Gigabits per second. It is also 

possible to illustrate what could go wrong if the IEEE 802.3 standards aren’t obeyed. Also a part of the 

IEEE 802.1D standard, which is concerned with bridges has been modeled into the program. 

An important aspect of the program is that it is largely developed as time-triggered architecture 

(Kopetz, 1997, pp. 1-67), which means that actions are executed as a reaction to the occurrence of a clock 

tick. Nevertheless, also the event-triggered aspect is discussed. The discussion about the structure of the 

program is given in Chapter 3. This chapter highlights what’s possible with EtherSim and how this is 

implemented. 

The last chapter is concerned with the language in which the program has been written. The program 

has been written in C#, a part of Microsoft’s .NET.  As C# and .NET more in general can be seen as an 

immediate rival of Sun’s Java, a comparison between both languages is included in Chapter 4. Because 

both languages resemble very well to each other, the differences are highlighted. We also did some 

benchmarking to compare the performance of C# to the performance of Java. Because the name C# makes 

us thinking of the programming language C, the analogies between C# and C are also highlighted. We 

also have a quick look under the hood of the virtual machine used by C#, in particular we’ll consider the 

garbage collector and memory management of C# more in general. 



 

 5

Chapter 2 
Network Concepts 

 

After the invention of the computer, it would be nice to interconnect multiple computers with each other. 

The most important benefit of interconnecting computers is the possibility to share expensive hardware 

among several computers. Other benefits are the possibility to access data remotely, provide backups and 

communication. 

2.1 Contention 

An important issue in computer communication is the allocation of the medium. The problem is that 

multiple senders might want to use the same medium simultaneously. Protocols that regulate the access 

control to the medium make part of the Medium Access Control (MAC) sublayer, a sublayer of the data 

link layer in the OSI reference model. Multiplexing allows multiple signals or streams to be transmitted 

over the same medium. The concept of multiplexing already existed in radio transmission and the 

telephone system. It has been adopted afterwards in computer networks. The two most important variant 

of multiplexing are Frequency Division Multiplexing (FDM) and Time Division Multiplexing (TDM).  

FDM divides the frequency into frequency bands where each separate signal has exclusive possession 

of at least one of these bands during transmission. Each signal is then shifted in the frequency domain 

such that the different multiplexed signals don’t overlap with each other. A variant of FDM is Wave 

Division Multiplexing (WDM), which uses the same principle but at very high frequencies. WDM has 

been developed in the 90’s in the context of optical fibers. WDM multiplexes several optical signals by 

shifting them in the frequency domain such that each signal can use a part of the complete frequency 

domain available on the shared fiber. The major difference between electrical FDM and optical WDM is 

that the multiplexing and de-multiplexing hardware for WDM can be built as a completely passive device; 

a kind of prism can do the job. Because these devices operate on a complete passive base, they are highly 

reliable. Although this is an important benefit of WDM and optical fibers in general over FDM with 

electrical signals, there also a huge drawback. At the moment it is still impossible to change the frequency 

of optical waves without converting them first to electrical signals. So when using optical links over 

multiple hops, two possibilities exist. Either the optical signal is converted into an electrical signal and 
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then retransmitted as an optical frequency on some other frequency. It is evident that this solution is 

expensive, both the hardware needed is expensive and the conversion also extends the delay of the signal 

propagation. Another solution is to use the same frequency from begin to end. The major concern is then 

that the same band of the spectrum must be used on all intermediate links. This solution is equivalent to 

the graph colouring problem (Guthrie, 1850, Cited in Grimaldi, 1999, pp. 532-538), which NP-hard 

(Cook, 1971, Cited in Norvig and Russel, 1995) to solve. Nevertheless, this approach seems to be most 

promising, as it is possible to introduce algorithms based on Artificial Intelligence which try to solve this 

problem. 

With TDM, in contrast to FDM, the complete bandwidth of channel is periodically allocated to one of 

the input streams. While FDM can only be applied in the analogue domain, TDM opens the possibility for 

digital applications. The TDM multiplexer divides the input stream into packets, and places these packets 

into the composite (multiplexed) output stream. Two variants of TDM exist, static TDM which locates the 

incoming parts of the different input streams in a round robin fashion on the output stream. Please note 

that the parts from the different input streams don’t have to be equal in size. This means that some input 

streams can be favoured in relation to others. A second variant of TDM is statistical TDM. Statistical 

TDM places the parts of the input streams on the composite stream in a round robin fashion, but only 

considers the input streams that are active. Because in the static variant a part of each input stream is 

placed on the composite stream whether the stream is sending data or not, the de-multiplexer can de-

multiplex the incoming data from the moment that its clock is synchronized with the clock of the 

transmitter. In the statistical variant, this is no longer possible. To be able to de-multiplex the composite 

stream, headers must be used. It could be possible to use a header at the beginning of each round, 

indicating which input streams will be affected and where they are located. Another possibility would be 

to add a header to each part that is placed on the composite stream. 

With TDM, it is impossible to have more than one device transmitting on the same medium 

simultaneously. If more than one signal is on the same medium, all signals on the medium become 

unusable. As in a traditional Ethernet LAN, there is no central multiplexer or de-multiplexer, the 

individual devices must agree on when they can start sending and what to do if their signal gets corrupted 

with another signal or how to avoid collisions from happening. Because multiple devices contend with 

each other for –temporary exclusive- access to the medium, such a protocol is called a contention 

protocol. The most common used contention protocol is Carrier Sense Medium Access Collision 

Detection (CSMA/CD). Using the CSMA/CD protocol, a transmitter first listens the medium before 
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transmitting. If it detects that a transmission is in progress when it wants to transmit, it waits until it hears 

that the medium is free. This is the CSMA part in CSMA/CD. Till now, the protocol avoids collisions 

from happening at the sender’s side but this doesn’t help us a lot because what matters is interference at 

the receiver’s side, not at the sender’s side. To be able to cope with this problem, the sender should abort 

its transmission when it detects that a collision occurred. As the transmitted frame is then already garbled, 

immediately aborting the transmission saves bandwidth. When a station detects that its transmission has 

collided, it waits a random time and retries then to transmit the frame.  

We can recognize three periods when using CSMA/CD: a transmission period, when a transmission is 

going on that cannot collide any more, a contention period, when the devices are contending for access to 
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the medium, and an idle period if no device is trying to transmit anything (Tanenbaum, 2003,pp. 257-

279). It is crucial to know the delay between the occurrence of a collision and realization by the sender 

that collision occurred by one of the transmitters. Suppose a Device1 in Fig 2 starts transmitting, 

illustrated in Fig 2a and suppose it takes a time τ for a signal to propagate between the two farthest ends of 

the network. If now Device2 starts transmitting just before the signal reaches the other end of the network, 

a collision occurs at time τ-ε with ε being small (illustrated in Fig2b), Device2 detects immediately that its 

transmission has failed, Device1 doesn’t notice that this collision happened before 2τ-ε. This means that a 

transmitter cannot be sure that its transmission will not collide before an interval with duration 2τ after the 

start of the transmission has expired. The delay τ depends on the transmission medium used and the 

distance of the network.  

Another important issue is that the detection of a collision is an analog process. The transmitting device 

must monitor the medium by listening to it. Listening to the medium happens through the receiver. It is 

then checked if the received signal differs from the transmitted signal. This has important implications on 

the physical encoding of the data: if a 0 is for example encoded as 0 Volts, and this bit collides with 

another 0, also represented by 0 Volts, it is impossible to detect that a collision occurred. Another 

important implication is that the receiver must monitor the medium during transmission. This implies that 

the receiver part is in use during transmission and thus that it is impossible for a device to receive during 

transmission. As it is impossible for a device to receive and transmit simultaneously, a CSMA/CD system 

is a half duplex system. 

2.1.1 Contention in Wireless LANs 

Because of its nature, CSMA/CD doesn’t fit well on Wireless LANs. Several reasons exist why this is a 

problem. The first reason is that a transmitter might not hear that another device is transmitting, but that a 

device that wants to start a transmission cannot hear this transmission because it is not in the radio range 

of the transmitter. This problem is referred to as the hidden station problem (Tanenbaum, 2003, pp 269), 

illustrated in Fig 3. A second reason is the inverse problem of the hidden station problem: the exposed 

station problem. This problem implies that a sender wanting to transmit can hear that another device is 

transmitting, and decides to not transmit because of this reason, while the receiver cannot hear this 

transmission. The device wanting to transmit thus doesn’t start transmitting while it could start its 

transmission without any problem. A third reason is the fact that most radios are half duplex, which means 

that they can be either transmitting, or either receiving but not both simultaneous. 
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To cope with those problems, the IEEE 802.11, the standard for Wireless LANs, provides two 

alternatives: Distributed Coordination Function (DCF) (IEEE, 1999, pp. 72-86) and Point Coordination 

Function (PCF) (IEEE, 1999, 86-93). As can be expected from the name, DCF implements a distributed 

access protocol, i.e. without a central controller while PCF implements an access protocol with a central 

control point.  

With DCF, Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is used. A mode of 

CSMA/CA built on top of Multiple Access Control with Collision Avoidance for Wireless (MACAW). 

MACAW is an extension of Medium Access Control with Collision Avoidance (MACA), optimized for 

wireless communication.  

2.1.1.1 MACA and MACAW 
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Important improvements to MACAW use were done by Bhaghavan et al. in 1994. The first 

improvement was the introduction of an Acknowledgement frame (ACK). This was introduced because 

lost frames are not retransmitted before the transport layer noticed they were lost. As with wireless 

communications the chance of loosing a frame is rather high, the ACK frame was introduced in the data 

link layer such that a lost frame can be detected and retransmitted much earlier. Another important 

improvement is the introduction of sensing the medium. If a device wanting to transmit detects that a RTS 

frame is sent to the same destination as it wants to send an RTS frame to, it waits until that transmission is 

over. The reason is simple: its RTS would have collided with the RTS that is currently being sent anyway. 

Two other improvements are introduced in MACAW: The Back-Off algorithm, described in the section 

about Ethernet, is run for each source-destination pair instead of running it for each station and a 

mechanism that allows stations to communicate about overloaded parts of the network (congestion) was 

also introduced. (Bhaghavan, 1994, Cited in Tanenbaum, 2003, pp. 269-270) 

2.1.1.2 The MAC sublayer in the IEEE 802.11 standard 

As said earlier, the DCF mode of MAC sublayer used in the IEEE 802.11 standard is based on the 

MACAW protocol. Although MACAW allows a station to transmit when it has heard an RTS but when it 

doesn’t hear the CTS, the IEEE 802.11 standard doesn’t allow this. A device hearing an RTS keeps silent 

until is expects the transmission to be over, and the transmission is over when the ACK frame has been 

received by the transmitter. Of course a device hearing a CTS frame also remains silent until the 

Fig 3: The Hidden Station Problem 

Picture Source:  http://www.mcs.vuw.ac.nz/courses/COMP204/2003T1/Handouts/COMP204_Review_Q_and_A.htm 
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transmitter has received the ACK frame. The time to remain silent can be deduced from the frame length 

included in the CTS/RTS frames.  

Another important modification is the fact that a data frame is fragmented into fragments which are 

each acknowledged separately. The reason for this is that the longer the frame is, the more likely it is that 

the frame will get corrupted by external interferences. The reason for this is simply that the radio waves 

used for wireless LANs are in a frequency band that is very sensitive to external interferences. So 

fragmentation of the data frame reduces retransmission from the complete data frame to the corrupted 

fragments. The time that other devices which heard the CTS or RTS wait is limited until the transmitting 

device has received the ACK frame for the first fragment. Collisions afterwards are avoided with an 

intelligent timing scheme discussed later. 

As mentioned earlier, two modes of operation are allowed in the IEEE 802.11 standard. The first mode, 

DCF is mandatory, while the second mode, PCF is optional. This PCF mode uses a central base station 

that polls the devices in, asking them if they have something to send. Because the control to the medium is 

centrally controlled, it is impossible for collisions to occur. It is important to note that not all devices need 

to be equally serviced. The base station periodically broadcasts a beacon frame, containing system 

information and inviting new stations to sign up for the polling service. The station can specify the rate at 

which it wants to make use of the polling service. The station is guaranteed to get the requested amount of 

bandwidth, which opens the possibility to give guarantees about quality of service.  

Another remarkable feature of PCF is the integrated power management. A base station can order a 

device to go into sleep mode. If a base station does this, it queues up all frames to be transmitted to the 

device. The base station or the user can than wake up the device again, and the queued frames can be 

collected from the base station. This feature has been introduced to reduce the battery consumption and to 

extend lifetime of the device. 

It is also remarkable that PCF and DCF can coexist in one cell. This is also accomplished via the timing 

scheme. The timing scheme is concerned with the amount of dead time after an acknowledgement before 

a frame or fragment can be transmitted. This interval depends on what is going to be sent. The shortest 

interval is the Short Inter-Frame Space (SIFS). After this time interval, only parties that already were in a 

communication can communicate: the next fragment after an ACK frame or a CTS frame in response to a 

CTS frame can be sent during this interval. The next interval is the PCF Inter-Frame (PIFS) interval. 

When the PIFS interval has expired, the base station can transmit a beacon or polling frame during this 

interval. After the next interval, the DCF Inter-Frame (DIFS) interval, any station operating in DCF mode 



 

 12

can try to acquire the channel. After the last interval, the Extended Inter-Frame Interval (EIFS) is used by 

a station to report a bad or unknown frame. This reporting has the lowest priority because a receiver isn’t 

aware of what is going on in the network. If it had a high priority, it could possibly interfere with an 

ongoing dialog. (Tanenbaum, 2003, 295-302) 

Currently, Wireless LANs aren’t provided in EtherSim application, but they can be introduced in a next 

version. 

2.2 Ethernet 

 

The first local area network (LAN) was developed by Xerox in 1976. The reason for developing this was 

to make it possible to use the expensive printers by multiple computers. The system was called Ethernet 

and based on the ALOHA system, a satellite communication system developed by Norman Abramson in 

the 1970s. The system ran at a speed of 2.94Mbps. As the Xerox Ethernet became successful, DEC, Intel 

and Xerox established the DIX standard in 1978. The DIX standard was a standard for a 10Mbps 

Ethernet. In 1983 the DIX standard became the IEEE 802.3 standard with two minor changes which are 

discussed later in this paragraph. More detailed information is available in Tanenbaum (2003, pp. 271-

291) and the IEEE 802.3 standard (2002). 

2.2.1.1 The Functioning of Ethernet 

The transmission medium for Ethernet is a coaxial cable, with segments of a maximal length of 500 

meters. By making use of repeaters, the length could be extended to 2.5km. Ethernet uses CSMA/CD for 

medium access control. If a device detects that a collision has occurred, it doesn’t stop transmitting 

immediately, but instead it transmits a jam signal. This jam signal ensures that the collision is detected by 

all other transmitting devices. The content of this jam signal is not specified in any standard, but it should 

not be designed as such that it corresponds to the 32 bit CRC check of the partially transmitted signal. 

If the devices all retransmit immediately after the jam signal, exactly the same collision occurs again. 

To avoid this, the transmitting devices wait some time after receiving a jam signal before they retransmit 

the collided data. This time is not equal for all transmitting devices but each device determines this time to 

wait before retransmission locally by the exponential back-off algorithm. This time to wait takes into 

account the number of successive failed transmissions for some packet. The time to wait is always an 

integral multiple of the slottime: the time needed by one bit to get from one end of the Ethernet-LAN to 
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- At 10Mbps, 1 bit time is 1/10485760 s = 0.095 µs 

- Propagation speed of Thick Coax is 231 m/µs 

- The maximal delay induced by the repeaters is: 18*4* 0.095 = 6.84 

- The total maximal delay in µs  is, τ = 6.84 +  2500/231 = 17.66µs 

- 2τ = 2*17.66µs = 35.33 µs 

- #bits minimum required: 35.33/0.095 = 371bits. 

Fig 5: Calculation of the minimal frame length in Thick Ethernet 

the other end. The number of slottimes r to wait always obeys to the inequality given in Fig 4, where n 

indicates the number of failed transmission for the current packet. Within those limits, the number of 

slottimes is chosen at random and such that the correlation between different r from different devices is 

minimal. The number of times a device tries to retransmit is also limited. If the number of retries to send 

some packet exceeds a predefined limit, the event of transmitting the given packet is reported as failed.  

It is important to note that neither CSMA/CD nor Ethernet provides any acknowledgements. This 

means that although CSMA/CD can cope with interference of multiple devices trying to transmit 

simultaneously, it cannot correct errors caused by interferences. If the data transmitted by some device is 

garbled with external noise, such as an electromagnetic field next to the network cable, there are no 

provisions in the CSMA/CD or in the Ethernet protocol to correct this, although the Cyclic Redundancy 

Check (CRC) is used to detect the occurrence of such errors. If the need exists to send back an 

acknowledgement, this acknowledgement needs to compete with all other data waiting to be sent for 

channel time. Tokoro and Tamaru gave in 1977 a simple solution that allows speedy confirmation. 

Although this solution concerns only a simple modification to the protocol, this modification hasn’t been 

adopted in the IEEE 802.3 standard (Tokoro and Tamaru, 1977, Cited in Tanenbaum, 2003, pp. 279). 

Ethernet specifies both an upper and a lower limit on the size of the frames. The maximal size is 1518 

bytes with the preamble excluded or 1526 with preamble included. This limit has been chosen arbitrarily. 

Larger frames could have been allowed, but they are limited because when the DIX Ethernet standard was 

0 ≤ r < 2k with k = min(n, 10) 

Fig 4: The bounds on the number of slottimes to back off after a collison 
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developed the idea was that a Transceiver should be able to store a complete frame in its memory and that 

RAM was expensive at the time the DIX standard was established. The lower limit has another reason. As 

said earlier, Ethernet is a CSMA/CD system. This means that a transmitter can only be sure that its 

collision hasn’t occurred after a time 2τ after the start of its transmission. As the IEEE 802.3 standard 

specifies a maximal network diameter of 2500 meters for a 10Mbps LAN and 4 repeaters, we can 

calculate the maximal round trip delay in a 10Mbps Ethernet LAN compliant to the IEEE 802.3 standard. 

A repeater adds 18 more bit times to this delay. This gives us the calculation given in Fig 5. So the very 

minimum is 371 bits, when using thick Ethernet. To have a safety margin, the minimal number of bits has 

been set to 512bits, which corresponds to 64bytes.  

2.2.1.2 Structure of an Ethernet frame 

The structure of the IEEE 802.3 Ethernet frames is given in Fig 6. It is important to mention that the 

structure of those frames hasn’t changed during the evolution of Ethernet. This means that 100Mbps and 

even 1Gbps Ethernet frames still have the same structure as the original Ethernet frames. The reason for 

this is simply because organisations are in general not enthusiast when newer versions imply that those 

become incompatible with their existing infrastructure. For this reason, it was important for the 100Mbps 

standard to be compliant with the existing 10Mbps standard. 

The Preamble field of the Ethernet frame is used to synchronize the receiver’s clock with the sender’s 

clock. The next field, Start of Frame Delimiter (SFD) is only available in the IEEE 802.3 specification, 

and doesn’t exist in the DIX standard. The DIX standard has a preamble of 8 octets instead of 7 octets. 

Fig 6: An IEEE 802.3 Ethernet frame (IEEE 802.3, 2002, p. 38) 
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This field was introduced for compatibility with the IEEE 802.4 and IEEE 802.5 standards. The SFD field 

is the first difference between the DIX standard and the IEEE 802.3 standard. 

The destination address and source address fields indicate the source and destination devices. Those 

addresses are unique for each device and are assigned by the IEEE organisation. The addresses have a 

length of 48 bits. The highest order bit of the addresses is used to indicate whether the address is an 

ordinary address or a group address. Group addresses are both multicast addresses and broadcast 

addresses. Multicasting means that the frame should be delivered to multiple devices, but not all devices. 

This incorporates group management to determine where the frame should where it shouldn’t be 

delivered. When a frame is broadcasted, it is delivered to every device connected to the network. The 

second highest order bit is used to differentiate between locally and globally administered addresses. The 

source address field will not be interpreted by the CSMA/CD sublayer. 

The Type/Length field has a double function. In the DIX standard only a type field was provided, while 

the first versions of the IEEE 802.3 standard specified a length field. Because the DIX standard was 

already widely adopted by manufacturers and customers, IEEE threw the towel into the ring and allowed 

both. The Length field indicates the number of data octets that will follow in the data field while the type 

field indicates the nature of the MAC protocol, i.e. what the receiver should do with the frame. As both 

fields are specified to use the same octets, it is only possible to determine whether the octets contain a 

length field or a type field on their content: if the value of the field is less or equal than 1500 (decimal), 

the field is considered as a length field, else it is considered to be a type field. This field uses 2 octets.  

The next field is the Data field. The data field is split up into the Mac Client Data field and the Pad 

field. The Mac Client Data field holds the data that is sent in the frame. But as explained earlier, a 

minimum frame length is specified, but it might be possible that less than 46 bytes of data have to be sent. 

If that happens, the Pad field is used to ensure that the Data field contains 46 bytes. The total length of the 

Data field should always be between 46 and 1500 octets. 

The Frame Check Sequence field contains a Cyclic Redundancy Check. Both the receiver and 

transmitter calculate a value in function of the Source Address, Destination Address, Type/Length and 

Data Field. The transmitter places this value in the Frame Check Sequence field and the receiver checks 

the value in this field against the value it calculated itself. If these values don’t match, the frame is 

considered as corrupted. The encoding is calculated as follows: 
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• The n bits of the frame are considered as the coefficients of a polynomial M(x) of degree n-1. The 

first bit of the destination field is considered as the coefficient of the xn-1 term and the last bit of 

the data field is considered as the coefficient of the x0 term.  

• The polynomial M(x) is multiplied by x32 and divided by the polynomial G(x) = 

x32+x26+x23+x22+x16+x12+x11+x10+x8+x7+x5+x4+x2+x+1. This division produces the remainder 

R(x) which has a degree r<32. 

• The coefficients of R(x) are considered as a 32-bit sequence. 

• The bit sequence is complemented and the result is the CRC value. 

The last field, the extensional field, is a field that is not always present. It has a length between zero and 

the minimal frame size. This field exists because at speeds above 100Mbps the minimal frame length of 

64bytes becomes insufficient. This can easily be seen from the calculation in Fig 5. If the bit time is 

reduced, which is exactly what happens if the speed is increased, the number of necessary bits increases. 

To be able to cope with this problem, it is possible to reduce the maximal network diameter, but this can’t 

be reduced infinitely. So this extension field extends the frame to a length that can be used in a 

CSMA/CD context. This extension field makes it possible to use Ethernet frame specified in the IEEE 

802.3 standard in Ethernet at any speed. 

2.2.1.3 Ethernet Cabling 

The cabling of Ethernet has evolved over time. After the expensive high quality Thick Ethernet variant, 

cheaper solutions came up. A cheaper coax variant, 10Base2 or commonly called “Thin Ethernet”, was 

developed. It uses a coax cable of lower quality and allows runs, without repeaters or other amplifiers, of 

only 200 meters, while the thick variant allows runs of 500 meters without repeaters or amplifiers. For this 

reason the Thick Ethernet variant is labelled 10Base5. A third variant, that became the most popular 

variant, uses twisted pair cabling. The reason for its popularity is that the existing CAT3 twisted pair 

cabling of the telephone system can be used. The twisted pair cable connects 2 devices, so to build a 

network of more than 2 computers, a special distributor is necessary. The CAT3 cabling allows runs of up 

to 100 meters, and the high-end CAT5 cabling allows runs of up to 200 meters. Ethernet using twisted 

pair cabling is referred to as 10BaseT. A last variant of the 10Mbps Ethernet uses optical fiber cabling. 

Although connectors for this type of cabling are expensive, optical fibers allow long runs, of up two 2 

kilometres, without need for a repeaters or other amplifiers. Because of its characteristics, this variant of 
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Ethernet is typically used for runs between buildings. To 10Mbps Ethernet over optical fibers is referred 

as 10BaseF. 

2.2.2 Manchester Encoding 

This paragraph addresses the encoding of the Ethernet frames. This data encoding doesn’t make part of 

the MAC Sublayer, but makes part of the Physical layer. It indicates how bits are transformed into 

electromagnetic signals. Manchester encoding is described in detail in the IEEE 802.3 standard (IEEE, 

2002, pp. 121-123). 

A naive encoding scheme would to encode a 0 with zero volts and a 1 with some other voltage. 

Although this encoding scheme is simple and straightforward, it is useless. The major problem with it is 

that it is impossible for the receiver to distinguish between the signal encoding a 0 and the medium being 

idle. An improvement would be to encode a 0 as some non-zero voltage, a 1 as some other non-zero 

voltage and that a voltage of 0 Volts means that the medium is idle. These voltages are sent out during 

some time interval. It is evident that the sender and the receiver must agree on this time interval. With this 

encoding scheme, another problem shows up: when there is a clock drift between the sender’s and the 

Fig 7: Manchester Encoding Waveform Examples (IEEE 802.3-2002, p122) 
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receiver’s clock, the sender and the receiver get out of synchronization. If this happens, the receiver may 

receive bits that were not sent out if the receiver’s clock runs faster than the transmitter’s clock or not 

receive bits that were sent out if the receiver’s clock runs slower than the transmitter’s clock. 

To overcome with these problems, the Manchester Encoding scheme is used. This encoding scheme 

encodes both the clock and the data into one signal. Manchester encoding makes use of 3 levels of 

voltage: a high and a low voltage, where the low voltage is the inverse of the high voltage and the idle 

voltage which is 0 volts. We define a bit-symbol as the signal that encodes a 1 or a 0. To encode the clock 

into the signal, there must be a transition in the middle of each bit-symbol. The data is encoded as follows: 

the first half of the bit-symbol is the logical complement of the data bit to be encoded, for a example a 1 

begins has a high voltage in the first half, and the second half is the logical uncomplemented value of the 

data bit encoded, so the second half of the second bit-symbol representing a one has a low voltage. It is 

important to note that to send a sequence of the same bits, a sequence of 1’s or a sequence of 0’s, two 

transitions in voltage are needed for one bit. In the Ethernet IEEE 802.3 standard, the high voltage is 

+0.85 Volt and the low voltage is -0.85 Volt. The Manchester encoding is used for all 10Mbps variants of 

Ethernet, including the Coax variants, the twisted pair variant and the optical fiber variant.  

2.2.3 Ethernet in EtherSim 

The concept of traditional Ethernet is an important feature of EtherSim. EtherSim provides coaxial cables 

under the form of half duplex links. Although the Ethernet standard allows two variants of coaxial cable 

to be used: 10Base5 and 10Base2, this difference hasn’t been modelled in EtherSim. The 10Base5 

Ethernet, commonly called Thick Ethernet, makes use of a high quality, usually yellow, thick coaxial 

cable. Segments of up to 500 meters at 10Mbps without repeaters or amplifiers are allowed with this type 

of cable. 10Base2 Ethernet, commonly called Thin Ethernet, uses a lower end coaxial cable. With 

10Base2, segments of 200 meters at 10Mbps are allowed without any repeaters or amplifiers. The reason 

for these limits is located in the electromagnetic properties of the coaxial cable. As those properties aren’t 

modelled in EtherSim, it is impossible to model the difference between 10Base2 and 10Base5 Ethernet. 

A special connector was needed to connect devices to the coaxial cable. For 10Base5 Ethernet, this is 

done with so-called vampire taps which have a pin that has to be pushed into the coaxial cable’s core. For 

10Base2 Ethernet, BNC connectors are used to for T-junctions with the coaxial cable. The length of the 

cable from the connector to the device is limited. The most important difference between both connectors 

is that the transceiver is integrated into the vampire tap. With the BNC connectors the transceiver is 
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integrated into the device. This makes the BNC connector just a passive connector. In EtherSim, 

connectors to devices are also provided. A connector is implemented as an ordinary half duplex segment, 

with this difference that it allows more than two items to be connected to it. In fact such a connector can 

be seen as a multiple-end half duplex segment. An important limit on the connector is that a limit is 

imposed on the number of ends where another half duplex segment can connect. As it is not possible to 

split a coaxial cable, the number of half duplex link segments that can be connected is limited to 2. By this 

measure, the semantics of a multi-end half duplex segment is limited to a connector on a coaxial cable.  

2.3 Repeaters 

The limit of 500 metres for Thick Ethernet comes from the fact that the signal emitted by some device 

connected to the Ethernet LAN attenuates, and another device on the LAN must hear the difference 

between the signal it emits itself and the emitted signal in addition with some signal that arrives from the 

other end of the LAN. If we would increase the power of a signal when emitted, the signal that arrives 

from the other end on the LAN would be blasted away. The requirements and functioning of repeaters is 

discussed in detail in the IEEE 802.3 standard (IEEE, 2002, pp. 178-207). 

2.3.1 Repeater 

A simple solution to the limit of 500 meters would be to use multiple parts of 500 meters, connected by an 

amplifier. Such an amplifier then amplifies the incoming signal back to its original power, and emits it on 

the other segment of 500 meters. The drawback of amplifiers is that they just amplify. This means that 

Repeater1 Repeater2

Device 1

Link 1

Device2

Fig 8: 2 Hubs connected with a Full Duplex Link 
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distortions during transmission are also amplified. The solution to this problem is to convert the incoming 

electromagnetic signal back to bits. In a next step, the received bits are retransmitted on the other 

connected LANs. This is exactly what a repeater does: It receives and decodes data from any segment 

connected to the repeater under the worst conditions concerning noise, timing and signal amplitude. In the 

next phase it retransmits this data on all other segments.  

The retransmitted signal has amplitude as specified in the standard for the connected segment. The 

retransmitted signal is also retransmitted within the by the outgoing segment allowed jitter interval. The 

forwarded data packet is forwarded unaltered, with one exception: If a collision occurs, the repeater 

detects this and transmits a jam signal on all connected segments. This jam signal has the same properties 

as the jam signal emitted by any other device. 

Of course receiving and forwarding the data consumes some time. The time for receiving and handling 

is limited to maximally 18 bit times. To this time, the time to put and get the data from the medium by the 

Medium Attachment Unit (MAU) must be added. The maximal time allowed by the most common 

10Mbit MAUs is given in Table 1. 

In EtherSim, the delay invoked by a repeater can be set in clockticks. Of course this delay is seriously 

exaggerated, but when working with data, EtherSim wouldn’t have any illustrative value. Suppose during 
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Another problem with repeaters is illustrated in Fig 8. Assume this network is built up with Unshielded 

Twisted Pair (UTP) cables, which are able to transport data in 2 directions simultaneously. Suppose 

Device1 sends out some data. Repeater1 will forward this data on all of it ports. Repeater2 receives this 

data via Link1. Repeater2 forwards this data on to Device2, but also on the other pair of the Link1. 

Suppose the port on Repeater1 connected to Link1 goes immediately back to the receiving state after 

transmission. If that happens, a part of the data that was just transmitted is considered and treated as 

newly received data. To prevent this from happening, the port is not monitored for input for a certain time 

after the transmission. This time must be larger than the sum of the delays on the transmit- and receive-

path for the port, and the time must be smaller than 10 bit times for a 10Mbps repeater. This time is called 

the Transmit Recovery Time. 

2.4 Twisted Pair Cables 

Because most offices were already wired with UTP cables, it was desirable to use the same cabling for 

networking too. With UTP cabling, there is no longer any shared coaxial cable, but one Twisted Pair cable 

running between two bridges, switches or other devices. Twisted Pair cables quickly became the dominant 

Fig 9: The Physical Layer for 100baseT4 and 100baseTx (IEEE 802.3-2002, 2000 edition) 
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cabling method for Ethernet networks. The reasons for this are the numerous benefits of Twisted Pair 

cabling over Multidrop cabling. With twisted pair cabling, it is far more easy to add or remove devices to 

the network, instead of having to use Vampire taps or BNC connectors, adding a device is done by simply 

plugging in the cable into the device at one end and into the repeater, bridge or other device at the other 

end. Also cabling of buildings is much easier when using Twisted Pair cables because they aren’t that 

rigorous as the Coaxial cables. Nevertheless those practical benefits of Twisted Pair cabling over Coaxial 

cabling, twisted pair cabling has also drawbacks over coaxial cabling. The most important drawback is 

that because of the lower quality of the twisted pair cables the maximal end-to-end distance is limited to 

100m for CAT3 cables and 200m for high-end CAT5 cabling. 

Because the evolution of technology never stops, it isn’t surprising that the day came that 10Mbps 

wasn’t fast enough any longer. To allow higher speeds, the IEEE committee worked out a faster variant of 

Ethernet specified in the addendum 802.3u of the 802.3 standard. The common name for this fast variant 

is “Fast Ethernet”. It specifies an operational speed op 100Mbps. Because there was no need for it, Fast 

Ethernet does not support any multidrop cables, vampire taps or BNC connectors. This means that Fast 

Ethernet is only allowed over Twisted Pair cables and Optical Fibres. Aside Optical Fibres, both the cheap 

CAT3 and high-end CAT5 twisted pair cables can be used to build a 100Mbps network. 100Mbps over 

CAT3 twisted pair cabling is referenced to as 100Base-T4, 100Mbps over CAT5 is referenced to as 

100Base-TX and 100Mbps over Optical Fibres is referenced to as 100Base-FX.  

2.4.1 Encoding Schemes 

An important difference between the 10Mbps and the 100Mbps variants is that Manchester Encoding is 

used for in all 10Mbps variants while other encoding schemes are used on the 100Mbps variants. The 

encoding schemes depend on the type of cable used. The reason why Manchester encoding can’t be used 

when working with high-frequency clocks is that, in worst case, it needs 2 transitions of amplitude per bit. 

If not impossible to produce, such constraints would result in very expensive cabling which would prevent 

Fast Ethernet from being successful. To avoid this problem, different encoding schemes are used. 

100Base-FX (100Mbps over optical fibres) uses the Non-Return-to-Zero Invert-on-one (NRZI) encoding 

scheme. To decrease the frequency on CAT5 UTP, it uses a variation of NRZI, called Multi-Level-

Transition 3 (MLT-3). MLT-3 is also often called NRZI-3. A more detailed description of those encoding 

schemes can be found in IEEE 802.3 (2002, pp. 56-179) (WildPackets Inc., no date). 
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To support these different encoding schemes, a few functional layers are added to the physical layer of 

the OSI Reference Model. In the 10Mbps variant of Ethernet, the data is immediately handed over from 

the MAC layer to the PMA (Physical Medium Attachment) sublayer. The PMA sublayer then 

immediately passes the data to the Medium. In Fast Ethernet, the MAC layer either passes the data to the 

left Reconciliation when using 100Base-T4 or either to the right Reconciliation when using 100Base-TX. 

The data goes through the Physical Coding Sub-Layer (PCS) and PMA. Eventually it goes through the 

Physical Medium Dependent sub-layer before it is put on the medium. 

A first measure taken to support 100Mbps networks is NRZI. To encode data using NRZI either one or 

either no transition is used to encode one bit. While Manchester encoding uses one transition per bit, with 

NRZI a transition is only present to encode a one. The absence of a transition encodes a zero. An example 

of the encoding of bitstring “1111011100” using NRZI is shown in Fig 10. 

NRZI needs significantly less transitions than Manchester Encoding. While in worst case Manchester 

Encoding needs 2 transitions per bit, NRZI needs only 1 transition per bit. Although fewer transitions are 

needed per bit when using NRZI, this introduces a new problem. When a large number of subsequent 

zeros are sent, the clock of the receiver can easily get out of synchronization with the clock of the sender. 

To avoid this problem, the PCS sublayer encodes the data using the 4B5B translation. 4B5B translation 

means that every 4 bits of data are replaced with nibbles of 5 bits. A complete overview of the nibbles that 

are used is given in Table2. From this table can be seen that only 16 of the total of 32 available nibbles are 

used for data. 5 more nibbles are used for control purposes and the remaining 11 nibbles are invalid. The 

21 used nibbles all contain at least two transitions, because the 5 nibbles containing only one 1 are all 

invalid nibbles. By using this encoding scheme, the PCS ensures that there will be enough transitions 

when the nibble is encoded using NRZI. Another curiosity in the table is the IDLE signal. The idle signal 

is a sequence of five 1’s, which gives the maximal number transitions when encoded using NRZI. The 

Fig 10: NRZI Encoding of the bits 1111011100 (IEEE 802.3, 2002) 
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idle signal is continuously transmitted when there is no data to transmit. This idle signal ensures that the 

clocks of the transmitter and the receiver remain synchronized. For 100Base-FX, the encoding system is 

implemented as described over here. Now we’ll have a closer look at the bandwidth needed to be able to 

have a 100Mbps network. As the 4B5B data encoding is used, an extra overhead of 25% is needed, this 

introduces the need for a medium to be able to carry data at the speed of 125Mbps. As NRZI needs only 

half a wave to send one bit, the optical fibers need to support 62.5MHz to be able to carry data at the rate 

of 100Mbps. 

For transmitting at 100Mbps over CAT5 cables, NRZI-3 or MLT-3 is used. Just like NRZI, MLT-3 

represents a bit as the presence or the lack of transition. Instead of alternating between two levels, like in 

NRZI, NRZI-3 uses 3 levels. By doing this, it becomes possible to encode four bits in one complete sine 

wave. We can think of MLT-3 as a Stop & Go sine wave, where a zero indicates a “Stop”, and a 1 

indicates a “Go”. The “Go” indicates that the sine pattern should continue. If we assume -1, 0 and 1 as 

possible values, this means that the output should always obey the following regular expression ((-

1)*0*1*)*. The MLT-3 encoding happens in the PMD sublayer, and is added to the NRZI encoding. It is 

important to note that the third level in MTL-3 is only introduced after the encoding of a bitstring using 

NRZI. Because more than one twisted pair is available, it is possible to use one pair for transmitting at 

100Mbps, while another can be used for receiving at 100Mbps, in other words, it is possible for a network 

to operate in full duplex mode over 100Base-TX.  

For 100Base-TX the same 4B5B scheme is used as in the encoding scheme used for the 100Base-FX 

scheme. So 100Base-TX also needs an operational speed of 125Mbps, from which 20% is used for the 5th 

bit in the 4B5B encoding scheme. As it is possible to encode 4 bits on one sine wave, the twisted pair 

cables used to implement a 100Base-FX network must support clock r